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Subject:
FEL Upgrade Project Weekly Brief  -  May 29-June 2, 2006

Date:

June 2, 2006

Highlights:

This was a shortened week after the Memorial Day weekend. The entire team welcomed the break after completing the May shut-down activities. We spent most of this week bringing all the systems back on-line since nearly every system had a maintenance check or hardware added. As noted in the last two weekly reports, the major items completed included: thermal cycling of the injector cryounit, improvements in both electron beam and optical diagnostics and installation of new 1.6 and 1.06 micron optics. 

The hot check-out of various systems was slowed this week by a misbehaving main power breaker on Tuesday and a recalcitrant probe in the gun power supply system on Thursday.  Wednesday was far more productive with a very quick recovery of 2 mA CW operation and successful checkout of the newly installed electron beam diagnostics.  By last night the injector was fully operational and we are proceeding with resuming operations today. 

We took advantage of the shut-down time to produce a prioritized list of performance tests for continuing high power operation at both 1 and 1.6 microns and preparing for users operations in Lab 2 for the Dahlgren group later in June. 

In addition, we trained additional FEL staff members as site safety officers so that 2nd
shift operations could resume during the next  month when CEBAF remains off-line for maintenance activities.

Management

We note that on June 1, Jefferson Science Associates (JSA) took over management and operations of Jefferson Lab after winning the recent DOE competition. JSA is a joint venture formed by the previous M&O contractor for Jefferson Lab (SURA) and CSC, Inc. 

George Neil attended the quarterly FEL Technical Working Group meeting held at LANL on May 30-June 1.  This group has been focusing on the priorities for spending DoD-JTO funds on FEL technology development. We are expecting funds for two JTO projects that were awarded this FY: development of a deformable outcoupling optic and continued studies of short Rayleigh range FEL physics. 



Gywn Williams, Fred Dylla and Mike Klopf attended the third annual THz Applications Workshop hosted by SURA in Washington DC on June 1-2.  Dr. Klopf presented an overview of the status and measurements from the THz applications lab in User Lab 3. 

Our presentation was followed by a talk from Jill McQuade from Brooks AFB, who leads a group planning to use the THz lab to initiate a study on the safety standards for exposure to THz radiation. 

Operations:
   This week was devoted to starting up the machine, checking out the new diagnostics, and starting a careful setup to get back to good laser operations.  The main nuclear accelerator is down right now and so our operations are limited to day shifts, when we have crew chief coverage.  We are supplying our own safety officers (SSOs) during this time and several group members spent time getting qualified as SSOs this week.  We planned to come up on Tuesday but we were immediately stopped by a malfunctioning 2000 Amp breaker for the clean power for the building.  The breaker manufacturer representative came in early on Wednesday and fixed the breaker.  We then turned on and very quickly recirculated up to 2 mA of CW beam.   We were slowed a bit by a dead CAMAC crate power supply that kept the 4-channel BPMs from working and we found that we could not make our full charge since we had not recesiated during the maintenance down.   We checked out the new diagnostic viewers around the wiggler and found them to work very nicely.  A faint halo on the beam could clearly be seen when the core beam was steered through the hole.   Similarly the halo monitor in the 5F region worked quite nicely.  We could get almost all the beam through a 1 cm aperture initially but saw a very week vertical tail.  We were able to eliminate the tail using the trim quads and sextupoles in the second arc.  This will be  quite useful for setting up the beam in the second arc to get clean energy recovery. 
We spent the last part of Wednesday recesiating the cathode.  We came back up early on    Thursday and high voltage processed the gun.  This went well but, when shorting out the conditioning resistor, we had seal failure on the probe that is used to measure the resistance of the conditioning resistor assembly.  This took several hours to fix so we did not get anything accomplished for the day. 
   On Friday we continue to set things up.  We have done a full injector setup, phased the linac, and zeroed the dispersion in the backleg.    Since a dipole in the optical chicane was repaired during the down we expect the match to the wiggler to have changed so we will have to  rematch as well.  So far things have gone relatively smoothly for being down for more than two weeks.

WBS 3 (Beam Physics):

Tom Power's efforts to provide fast SEE BPM readings stimulated a down-time discussion leading to awareness of yet another effect that might lead to degraded lasing. Initial fast SEE tests suggest that the beam is moving on the order of 1 mm at dispersed locations at several tens to a few hundreds of Hz. This would correspond to energy jitter at the 10-3 level. Such energy jitter would produce phase jitter at similar rates - but it’s well within the FEL turnon time and thus irrelevant. It has therefore to date been ignored. 

However, as they say, "But wait! There's more!" Tom asked why Kevin keeps fiddling with the energy to maximize laser power when running CW for the brotherhood of nanotubes. "Well", we told him, "its because by changing the energy you move the beam in the sextupoles, changing the applied gradient and altering the bunch compression, which will improve (or degrade) the FEL output...", whereupon we said, "oops", having just realized that 10-3 energy jitter at harmonics of line frequency would, therefore, change the bunch length at that frequency, quite possibly at levels that could alter the FEL performance. 

So we simulated it. The graphs below tell the tale: they show the longitudinal beam phase space at the wiggler from a 1.497 GHz 110 MeV linac run 10 degrees ahead of crest after transport through a recirculator using linear (M56) and quadratic (T566) bunch compression, if you (do things mathematically equivalent to) raising the energy 0.1%, on energy, and depressing the energy 0.1%. The bunch compression clearly changes. 
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The bad news is that we might well be seeing 0.1% "slow" energy jitter at 10s to 100s of Hz (as opposed to drift - at Hz or 0.1 Hz or lower rates, or fast jitter - at 10s of kHz). It is more or less subliminal on the beam spot (which, at dispersed locations in bends where you can see the synchrotron light): as the beam energy spread is 2% and the image is bright and saturated when running CW, you wouldn't necessarily notice a 1/20th of the beam width's motion - especially given that the cameras capture images slower than rate at which the beam moves. It also may (or may not) get worse as the current goes up. The good news is that its a) easy to check, and b) easy to fix as a result of the good efforts of our RF folks during the down - we now have an energy vernier spigot!

WBS 4 (Injector):
This week we re-cesiated the cathode for the first time since the wafer was activated into a photocathode back in May 6, 2006. The QE after re-cesiation was 5% and the cathode delivered close to 200 C in 38 hr of operation before the re-cesiation. The photocathode was high voltage conditioned after the re-cesiation. On Thursday the gasket in the SF6 gun tank grounding rod failed stopping FEL ops for the rest of the day while repairs were underway. A replacement has been ordered and will be installed next time we do a re-cesiation. 

A new 'graded density' film for testing field emission suppression was deposited on a flat 6 inch diameter electrode in the W&M's plasma chamber.
Gun HVPS - The gland for the Gun's shorting probe failed this week and had to be replaced.  It was noted the motor that moves the Running Resistor is now drawing about twice the current it used a few months ago.  This will be checked the next time the machine will be down for several days.  Spare parts need to be ordered in case it fails before the next down.  The Gun HVPS is operational.

WBS 5 (SRF):

   The high current cryomodule development is slowly emerging from hibernation. We tested our first 1500 MHz (half-scale model) single- cell cavity of the new high-current shape. The test was successful with no significant multipacting or field emission seen and the gradient easily surpassed the requirements, reaching over 25 MV/m.  The Q was fairly flat out to about 20 MV/m then started rolling over with the high-field Q drop typical of the fine-grain material. Both low field and high-field Q were improved by low temperature baking.  This cavity has still had only fairly light chemistry and has  improved with each material removal up to this point. Many thanks to Peter Kneisel, 

Gigi Ciovati, Bob Manus, Steve Manning et al. for quickly making and testing this first prototype. This cavity doesn't have the waveguide HOMs on it yet. The next model will include one waveguide end group to look for any changes due to the strongly- coupled HOM ports. We also learned some things about the cell shape forming, spring-back and frequency of this first cell that will be used to refine the die profile for future models. Materials are on hand for starting the 750 MHz cavity work. 
    We also have resumed work on the high-power window with some bench measurements on a WR650 version and some engineering and designer help coming on board to push ahead with the prototypes.  Other high current cryomodule activities will come back to life soon as resources become available.
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WBS 6 (RF Systems)
Most of this week was spent bringing up the RF system up after the preventative maintenance.  There were a number of minor start up problems having to do with air flow switches, door switches, etc. which were quickly diagnosed and solved.  The system was brought back into an operational status on Tuesday prior to the power failures which were due do a malfunctioning 2000 A circuit breaker in the main feed.  RF was again restored after the power issues were addressed.

The work was completed in the helium gas buffer space between the existing ceramic window on the cryomodule and the newly installed rexolite gas barrier on zone 3 cavity 8.  This system was installed so as to provide an extra layer of cleanliness in the gas space next to this critical vacuum window.  Additionally, by using helium, any minor leak that might develop in this window would lead to a measurable pressure change in the beam line vacuum.  Such a change would be detected well in advance of a catastrophic failure such as the beam line ice ball, that occurred last year.   Later in the week cavity was brought on line with no indications of any problems.  The gas system that was installed is configured with the appropriate manifolds to extend this protection to the remainder of vacuum windows in this cryomodule during the maintenance period, which will occur after we have several weeks of operating experience with this modification.

Diagnostics

The fast acquisition software for the switched electrode electronics beam position monitor (SEE BPMs) was commissioned with beam.  An off line test was performed which indicated that the full bandwidth RMS electronic noise in the system was about 

20 micrometers at the nominal operating currents for the FEL.  Additionally, the software was updated to the same version which is used in the CEBAF machine.  The system is capable of taking and displaying time and frequency domain data in two modes.  In the first mode the record length is 18 ms, the sample rate is 8.7 us, the bandwidth is 57 kHz, and the frequency resolution is 55 Hz.  In the second mode these values are 72 ms, 

34.8 us, 14 kHz and 14 Hz, respectively.  In the second mode the electronic noise is reduced by a factor of two.  There are 12 channels of these electronics installed in the machine.  The areas covered included include both arcs and in the back leg on both sides of the wiggler.  The system was tested with beam for a few minutes and there was an indication of some energy jitter that is synchronous with the line harmonics.  Final calibration of the system and detailed measurements awaits CW beam. 

WBS 8 (Instrumentation):

   An exasperating beginning for this week, we suffered multiple power outages that was traced to a newly installed 480V circuit breaker during our down period. This breaker feeds all of our equipment racks (clean power) so it postponed completion of hot checkout for one more day. Afterwards, the hot checkout went quite smoothly, beam was established and commissioning of the new diagnostics at 4F05, 4F07 and the Halo monitor began with very good results. 
   A current source was built for the waveguide Cold Cathode Gauge interlock system. This is used to assist the turn of RF Zone 3 after a long down time.  This box has 8-Channels with a switch enable for each channel.  Each of these channels corresponds to one of the cavities of the module and allows an external current to be applied for boosting the vacuum level that is being read.  The problem is that while the module doesn't have RF in the cavities the ion pumps improve the vacuum so that the gauges cannot take and accurate reading.  Once RF gets into the waveguides the residual gases then provide an accurate reading for the gauges, this source just gives the gauges the initial kick to get the RF faults cleared. 
   To assist the optics crew with the HR OCMMS a flipper motor cable was installed, terminated, and tested.  This controls the shutter to allow beam into their apparatus.  Much work has been spent with the Single Board IOC design.  The schematic has had several changes to ensure proper orientation and ease the PCB routing process. 
   A manual is being written on the EPICS-RTEMS Coldfire system. It covers the topics on how to install the RTEMS, EPICS and sequencer, how to development the application with RTEMS and the application of the embedded BPM. Tested the new software Modelsim to simulate the VHDL code for FPGA. 
   Work this week continued in support of bringing the machine back up from the two week down. The power supply for the magnet at 2F06 was taken apart because one of the output current terminals was loose and this was thought to be the source of the problem with this magnet. This ended up not being the source of the problem and the power supply from magnet test was installed back in its place and everything is well now. 
   Four beam viewer interface boxes have been completed and have been partially tested. These are for the user lab beam blocks and shutters. The limit switches do work, but the boxes cannot be fully tested until the instrument air is present on them. 
   Most all of the group has been working to complete LD-SSO training, this includes spending time in the MCC to do the practical portion of the training and taking the test. 
   Safety concerns about our available LOTO equipment have been addressed.  Some new multipole breaker locks were received from the Safety group.  New hasps have to be ordered.  The gear that doesn't work so well will be removed from the LOTO boxes.

WBS 9 (Beam Transport):



IR Machine Operations
•
The Gap Cam to look at the inner pole of the first GW of the Debunching chicane showed no change during cycling.  
• 
 In news about the a quick experiment that uses laser light to look for a pseudoscalar particle that couples to photons, I added some pole tip additions for installation on either side of the beam tube in the cantilevered portion of the pole tip extenders.  The effect of these additions will be measured by Magnet Test next week.

•
The permanent cover for the optical transport between the drive laser line and the entrance into the Light Box in the injector is almost complete.  

•
The Shop continues to make 5 units of THz absorbers for the beam tube after the Debunching Chicane.    

• 
I am helping out in composing the specification and the concept drawing for the stalk retraction system for the new electron gun going into the Injector Test Stand.  This system will allow bake-out of a new wafer without the time-consuming bake-out of the entire gun.

• 
I am helping out the SRF folks with concepts and fast turn-around tooling designs in an effort to assemble cavities after high pressure rinsing such that they produce consistent high performance.

WBS 11 (Optics): 

FEL mirrors
This week we completed installation and checkout (without lasing) of the HR optical cavity mirror metrology system (OCMMS).  This should give us some good information of distortions while lasing as higher power, to see if aberrations are causing our decrease in lasing efficiency.  With all utilities reconnected to the OC vacuum assembly, and the connecting electron beamline pumped down, we could check the figure of the new 1.06 micron optic. It looks very good.  However, the 1.6 micron optic, which had looked OK aberration-wise upon installation, now has astigmatism.  We tested several hypotheses as to why this changed, e.g., the optic and support frame are ~ 6 deg C cooler this week than last week, but were unsuccessful at restoring the good mirror figure.  We are preparing one of the spares for installation at the earliest convenient time.  We have completed all metrology on the 2" silicon substrates available for coating tests, and are working through the 2" sapphire substrates.  Not all parts are being accepted, usually they are failing on the radius of curvature (ROC) specification.
Other Activities
We have a target date of late next week for completing installation of optical hardware in User Lab 2 so we can deliver beam to the hutch.  The necessary in-air components are being assembled.  We are venting a section of the optical transport system (OTS) to replace the near-Brewster, calcium fluoride window assembly with a fused silica, Brewster window version.  The I&C group found they could not control the in-vacuum stepper motor in the lab cassette, so we will troubleshoot and fix that as well.  In the area of machine diagnostics, in an effort to lower the timing jitter for the e-beam tomography measurements done with the streak camera, RF attenuators, filters and amplifiers were tested for their timing jitter contribution.  A hutch for the optical system to prevent possible disturbance to the system was also made this week.  In order to verify the previous phase noise measurement for possible phase noise induced by the EO cells, a new fast, Si detector is needed.  The available detectors gave suspicious data and a better one will allow us to better verify whether our EO cells add any unexpected noise to the beam.  A search is underway for a detector that will give us a flat frequency response to at least 2 GHz, yet not cost k$.  Closed-loop servo motor actuators were added to the optical mount for the fast near IR detector that will be used to measure the timing jitter of the wiggler spontaneous radiation.  This should make optimization of the signal level far easier.    We prepared the drive laser for the I&C group to do additional Vernier mode tests.  Preparation to get the advanced drive laser system recertified for subsequent integration and optical metrology tests is ongoing.  Certification of the lasers in UL6 was not completed last week because of a problem with the laser power supply. In an attempt to finish this, it was determined that a lamp in the regen amplifier was broken and needs to be replaced. We are also assisting in certifying, then optimizing our ultrafast laser system that we've moved to the THz hutch in User Lab 3.  Calibration of some important and frequently used spectrometers is being carried out.  Obtaining parts for the new optical transport in the injector test stand continues.  
   We continued to identify the location of property in our possession.  We assisted the Gun Group with installation of the condition resistor shorting assembly repair.  Some of our group also did practical training and testing to become limited-duty Safety System Operators (LDSSO) to assist in operating the FEL during the current and future main accelerator shutdowns.
Terahertz:

During this short week, as the accelerator was brought back up, the THz beamline was pumped out and is back under vacuum.  A new digital dual convectron gauge controller has been installed and has been checked out.  The other gauge head will be installed on the beam distribution vacuum chamber once all of the parts arrive and it can be installed.  Following the power outages on Tuesday, the ion pump on the THz beamline started exhibiting small current spikes every 10-15 minutes.  The problem was isolated to the pump by swapping the pump controller.  After discussion with the vacuum group, this doesn’t appear to present any problem right now, and will be addressed during the next down time. 

The SURA THz Applications Symposium took place in Washington, DC on Thursday and Friday.  I presented our work on the FEL THz source and also had several good discussions with some of the attendees.  This conference was well attended by many of the premier researchers in the THz field as well as representatives from some of the few companies making real usable components for THz use.
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