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Highlights:

This week the Jefferson Lab FEL program was a subject of a major review sponsored

by DOE that reviewed the operational safety and user program of the FEL Facility.  We were fortunate to have a highly credentialed committee participating in the review and we are pleased to have received excellent marks from the committee in their preliminary assessment.

After last week’s accomplishments with pushing the power at 2.8 microns (where we achieved 6.7 kW cw at 6 mA), we switched back to operation at 1.6 microns to gain further evidence for the power and efficiency limits we have been observing with the presently installed 1.6 micron optics. We obtained the first clear correlation of power output variations (by 3x) with mode hopping on the 1.6 microns optics which will help us understand this phenomena. 

We also made further progress on diagnosing and adjusting the low-level rf systems on several of the linac rf systems to allow stable pulsed operation. We can now run up to 2.5 mA stable pulses for arbitrary pulse lengths.  (For those readers with corporate history: we are operating

with an rf system that was originally designed for cw rf operation so operation at high current pulsed conditions was not included in the original guarantee).

By the week’s end we decided to call a brief break in operations (which have been near continuous since Jan. 10th), to install a new set of 1 micron optics in the outcoupler, upgrade the thermometry in the outcoupler optical cavity, and deal a short list of maintenance/upgrade items.

We should be back in operation by late Monday or Tuesday.

This week also included useful second shift operations devoted to the new low-level rf control system tests, THz studies and another production run for carbon nanotube.

Management:

The first three days of the week was devoted to the DOE requested review of FEL operations, safety and user procedures. We were fortunate to have a very well qualified review committee chaired by Erik Johnson, Associate Chair of NSLS Operations at BNL. He was supported by the following committee members: Jim Tarpinian, who heads ES&H at BNL, Ben Feinberg, the Deputy Division Leader of the Advanced Light Source at LBNL, and Jonathan Cooper, the ES&H Team Leader at the FNAL Site Office. Roger Klaffy from the Scientific User Facilities Division at DOE’s Basic Energy Sciences Office attended as an observer.

The review committee offered the following observations in their close-out remarks:

“The FEL is an impressive facility and the committee feels that overall the program is in great shape and improving all the time…No doubt in our minds that it is well positioned to be safely run as a user facility.  Well done!”

We obtained very useful comments from the committee on their review of our configuration control protocol based on Rich Evan’s “Devlore” system. A full report is expected in approximately 2 weeks.

We thank the committee members for their hard work this week, the members of the Jefferson Lab ES&H Division (C. Ferguson, R. May, E. Apkemeier, J. Kelly and P. Hunt), and P. Sumner and R.Korynta from the DOE Jefferson Lab Site Office who helped the JLab FEL Team prepare for the review.

With the close of the second quarter of FY06, we met with the Project Management Office to review the mid-year cost-performance data and prepare a revised spending plan for the second half of FY06 and FY07 given the delays in the receipt of FY06 funding.

On Friday we had another planning meeting with EVMS and HRRP to continue the preparations

for our proposal to NIH to fund a FEL applications in bioscience.

Operations:

   Operations were limited this week due to a two-day maintenance period and the operations review.  Activities focused on exploring the falloff of efficiency as the current was raised.  Some important progress was made in RF system stability during pulsed operation.  We can now operate 2.5 mA pulsed beam with very stable phase and gradient in all cavities during the pulse. 
  After last week's success running at 2.8 microns we wanted to see whether we could get similar performance at 1.6 microns.  Part of the performance gain at 2.8 microns was due to improve-ments in the RF controls in zones 2 and 4.  On Monday we worked on improving zone 3.   We found that the measured phase was not being properly controlled for several cavities in zone 3 for current higher than 2 mA.  By changing the phase offset signal we were able to run quite stably with excellent phase and gradient control for 2.5 mA of beam and arbitrary pulse length.  The laser pulses for 10 msec operation were flat and we could run 0.5 or 1.0 second pulses with ease.  We were able to get close to 4 kW during the macropulse with 10 msec pulses.  Long pulses showed a drop in efficiency vs. time.  After dropping for a while, the power would suddenly jump up by a factor of almost three as the mode switched to a different transverse mode.  This is shown in figure 1. The power starts out at about 4 kW with 2.5 mA of beam.   The current, energy and phase are all quite constant during the 1 second pulse.  After 250 usec the power jumps by about a factor of two.  This was accompanied by a change in the mode on the power meter used to measure the average power.  After 450 usec the mode and power return to previous values and the decay in power continues.  At about 700 usec the sequence repeats.  There is a great deal of interesting physics here.  Note that the final efficiency is lower than the CW efficiency; so much of the drop is due to cavity length shifts due to the mirrors expanding from the absorbed power. 
   Monday evening was spent taking FROG data on the beam and several good FROG traces were taken.  See the optical report for details. 
  On Tuesday we worked on optimizing the CW lasing.  Operation with 5 mA of beam was limited to low efficiency.  Operation at low current still typically shows an efficiency of           1.5 kW/mA and operation with low duty cycle pulsed beam typically shows an efficiency of close to 2 kW/mA.  On Wednesday we found that we could get higher efficiency by mis-steering the optical mode off the center of the mirrors.  We do not yet understand how this works.  Wednesday night we provided beam for nanotube production.  They found that they could get much higher production efficiency by replacing a dichroic mirror with a gold mirror just before their apparatus. 
   Due to work on the chilled water system Thursday morning we decided to shut the accelerator down for maintenance.  We should be up and running again by Tuesday. We plan to change out at least one and possibly two output couplers this weekend and next week we will look at the change in performance with the new mirrors. 
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WBS 4 (Injector):
The DC photocathode gun has delivered 180 C since we made a new cathode two weeks ago. This charge is low compared to 250+ C delivered between re-cesiations observed last year. The decreased performance is likely due to a minute leak in the region between the gun chamber and the cryo-unit. We are spending the day finding the leak and we will do a re-cesiation Monday morning. We received from the machine shop a flange for our NEG sputtering system. The automated injector setup algorithm for PARMELA has been modified and tested successfully this week.

Injector Test Stand – The EES group is reviewing the work required against their manpower available.    We have received budgetary quotes on all major purchased items for the HVPS and IOT.  EES will not be able to resurrect the old Gun HVPS due to lack of manpower.   Another source of labor will have to be found.
WBS 6 (RF Systems)
This week was a gain spent better understanding the RF amplitude and phase control loops, in particular we focused our efforts on zone three.  This zone has a loaded-Q that is about 5 to 7 times that of the remainder of the machine.  Large loaded-Q values cause three basic problems.  First there is a larger detuning angle when off crest beam is accelerated/decelerated by the cavity.  Second the dynamic power requirements increase dramatically.  Third the response time of the cavity to changes in forward power present at the power coupler is much slower.  All of these factors conspire to make control difficult.  

Monday’s problem was the fact that the LLRF system did not have enough dynamic range in the phase loop (it was limited to about 45 degrees) to control the cavity during pulsed mode.  Pulsed phase errors on the order of 10 degrees were measured on two of the cavities when the beam was pulsed at 2 to 3 mA for 10 ms.  The LLRF system seemed to saturate somewhere between the monitor point and the input to the offset summing junction.  After several attempts to reduce the saturation Clyde Mounts, an RF technician, suggested that we attempt to increase the phase tuning range, by adjusting the bias on the modulator.  Adjusting this allowed the system to control the phase.  Further adjustments of the phase and amplitude control loops were implemented to better tune the pulse response of the system.

After the loops were tuned the 6/7 pi mode oscillation (~1495.5 MHz) were induced by the beam in one of the cavities.  It was determined that this oscillation could be “eliminated” if the cavity phase loop broad band gain were reduced when the beam was in an off state.  Later in the week the analog filters in the phase and amplitude base band circuits of two of the cavities were modified in order to try to reduce the susceptibility to this oscillation.  Beam tests to follow next week.

Some of the gradient loops in zone 3 were having trouble regulating the gradient. Previously calculations indicated that this would happen if there were not enough head room in the modulator drive signal, GASK.  We adjusted the electronic attenuator, RATN, between the LLRF and the klystron drive amplifier (RATN Down GASK goes down) on all of the cavities in zone 3 such that GASK  was about 3 V with no current.  This should be sufficient for 3 or 4 mA pulsed beam.  RATN should be further reduced such that GASK is about 1 V if you want to go above 5 mA pulsed beam.

In addition to tuning the system three hours were spent on a swing shift calibration of the analog measured phase output signals of three cavities.  Currently the phase error on two of the cavities has about a 1 degree transient for about 300 us at the beginning of a 2 mA beam pulse.  This effect will be further characterized and, hopefully, reduced in the weeks to come.  

 
 
WBS 8 (Instrumentation):

   A large portion of this week was devoted to setup for the DOE review.  We welcomed their input and time spent. Wednesday night we ran for the nanotube experiment. Today, ND filters will be added to the 3F region viewers, and the viewers will be re-aligned. These will increase the dynamic range of the ccd cameras by 1000.  The filters are the same as for the synchrotron light monitors; an insert-able OD1 and OD 2. This allows the operations crew to readily distinguish between the entire beam and the core.
   Since the machine has been open the past two days we've taken the time to investigate why the 4F09 BPM was not working properly.  We checked the BPM Can itself and all things checked out good there.  So we inspected each cable and found that the two channels that were not reading right upstairs were falling apart.  The two jumper cables that go from the cable tray to the actual BPM were kinked and the termination was breaking around the junction.  If you straighten the cable out it would work temporarily but would then lose signal as soon as you took your hand off.  We are installing two new cables to replace this and connecting everything else back up as it should be.

   We spent some more time this week commissioning the next version of the BCM electronics.  It was found that the Linear scale was working properly and as expected but the Logarithmic scale didn't have enough resolution to provide the required measurements.  With that being said we've added 20dB more gain to the front end to get the logarithmic resolution up to par.  The linear side of the board will use some of the gain but we will most likely have to attenuate it by 10dB.  This will be tested with the FEL once we come back up from the eminence down.

   To support the nanotube user runs we installed a local picomotor multi-axis controller with a joystick for moving the motors by bumping the controller.  This provided the user and the operator to watch the mirror location as beam was striking the surface and correct for the drifts very quickly.  We are currently looking into making several channels of this for other applications that will not use our spare multi-axis driver.

   The "picture-in-picture" equipment was prepared and installed. The Laser Personnel Safety System (LPSS) requires us to monitor the users in each User Lab. Historically this has been done by placing an 'area' (surveillance) camera in each lab and hard-wiring it to a dedicated monitor on the wall in the FEL control room. Adding the 'hutches' to the user labs has complicated this requirement. As a result, we have added an additional camera to each lab located within each hutch for monitoring inside the hutches. However, it was immediately evident that there is not enough wall-space to accommodate all these required camera views. Our solution has been to use "Picture-in-Picture" devices that allow us to combine the video from each lab to a picture that includes all of the areas that need to be monitored. An eight-channel system of PiP hardware was assembled on a rack-mounted tray and installed into FL02B09.

   To assist with troubleshooting the RF system, the Analog Monitoring System (AMS) was modified to support 'double' the number of RFCM inputs. It was decided that, in addition to the GASKs and PASKs of every RFCM (namely 2x(4+8+8+8) -> 56), that we include all of the GMESs and PMESs. This pushed the channel RF channel count of the system from 56 to 112. This is almost 1/2 of our AMS capacity (256). We have not yet worked out the details of which 'future' AMS inputs just got bumped out the system. We will consider that next.

   Two new oscilloscopes have been added to the system. This involved work of both the AMS and the Video system. The scopes are primarily installed for troubleshooting the RFCMs, but the AMS provides their inputs and so they are available for any other application as well. The scopes screen are in the video switcher system and the scopes have been connected to the network as well. They have been named: http://felscope03.jlab.org and http://felscope04.jlab.org whereas the M55/Happek scope is http://felscope01.jlab.org and the original AMS scope is http://felscope02.jlab.org. A full audit of the video switcher control system has been done. This has allowed us to note which signals in the system are connected but not used. This is important because, the system is FULL and we are still coming up with new video sources. Preparations for beginning the work on the "User Lab Status Indicators" have been done and the work has been started to fix the system. Currently all of our cable labels are made by hand. We are working to implement a remote CABLE LABEL Printer that will be integrated with configuration control database (via Devlore). We have found a printer model that meets our requirements for remote programming capabilities and uses the right type of cable labels. This will be a much needed tool when it is online.

   As requested a Duty Officer sign-in system is being setup.  This will help better organize our shift changes.  The sign in used by CEBAF is being altered to work for the FEL's needs.  To ease alignment of the beam on such things as power meters, a control screen is being developed to control mirror positions in terms of beam position.  Use of a HeNe should allow testing to be completed during our down time. A preliminary Epics application and driver for RS485 communication with Varian dual ion pump controllers was installed and communication was achieved with one of the vacuum pump controllers.  The next steps will be to continue testing the driver, then complete setup of the command/ readback interface between application and driver and verify they work correctly with one controller. We continue to work on the bootloader for the ColdFire embedded processor.  So far the OS image could not been uploaded automatically through the network, still need the serial console to upload with TFTP protocol. Programming the Queued Serial Peripheral Interface Module of the ColdFire processor, which will be used for the General Purpose I/O board.

WBS 9 (Beam Transport):



UV Line
•
We held a meeting to assess how we will meet David Douglas’ specifications for the QX Quadrupoles in conjunction with use of the STI Data and the use of the Trim Card IIs.  The essence of the problems are (1) what is the field gradient integral in relation to the other quadrupoles in the line at the 1 part in 1000 level and (2) can we reliably run the quadrupoles through our standard hysteresis loop and obtain our field gradient integral set point to the level of parts in 10,000?  The meeting brought out that the rotating coil test stand is now repeating at the 4 parts in 10,000 level, with the 2 inch probe, due to steady work by Ken Baggett and Tommy Hiatt.  This is far better than the parts in 100 we were getting with the 3 inch probe in last year’s tests. Eleven of CEBAF’s batch of 32 Trim Cards are available for trial and burn in.  The conclusion of the meeting was that the programming for the three part linear ramp for the trim card is needed first.  Then we can measure a QX on the rotating coil stand with the original Danfysik Supply and several Trim Cards while monitoring current at the parts in 106 level and field at the parts in 104 level.  Successful matching of the current through hysteresis and set points by all the power supplies, superposed on now more precise actual readings from the test stand and gap hall probe should be able to tell us if we are heading in a direction to fulfill David’s Specs.
IR Machine Re-commissioning and Operations

•
The parts for the new halo monitoring viewer unit for Kevin Jordan are in leak testing and phosphor coating.

• 
I will install the simple fiber optic array made to direct a line of light between the pole tips and the beam chamber of the Optical Chicane dipoles on Monday.

•
We continue working on using four uninstalled GW dipoles in a quick experiment that uses laser light to look for a pseudoscalar particle that couples to photons.  By adding pole tip extenders, we believe we can get a 1.6 T field for about a meter using a pair of the magnets.

•
I solidified the highpoints of procedures for working with magnets that had duel sources of energy into a series of simpler, Equipment Specific Lock-out/Tag-out procedures.

• 
I worked through the second draft of the UV Beam Transport Report.

WBS 11 (Optics): 

FEL mirrors
This week we operated exclusively at 1.6 microns, in an attempt to raise the cw efficiency.  See the Operations section for more details.  Even with the flow path set to flow water through the mirrors first (see last week's report) we never could get the cw efficiency back to the level it was at earlier in the month.  Coincident with that was the persistent appearance of mode-hopping to a higher order mode that appears to be a TEM01 pattern.  This appeared only if we were lasing with the TEM00 mode centered on the mirrors.  Possible initiators for the mode-hopping are 1) something happening with the electron beam or 2) something happening with the cavity mirrors.  Evidence supporting the second possibility are that on Wednesday we saw that by steering the mode off the center of the mirrors, we could raise the cw efficiency and eliminate the mode-hopping.  Also, we did not see mode-hopping when we lased on the 2.8 micron mirror set.  However, at this time, we really haven't exhausted the possibilities.  We took advantage of a forced down time for HVAC work in the FEL facility to open the outcoupler can for improvements in metrology and new mirror installation.  While the OC assembly is open, I've done a "first look" at the mirror and I don't see anything out of the ordinary.  Our plan now is to install new 1.06 & 1.6 micron mirrors with hafnia/silica coatings, so we will pull the current 1.6 micron OC and check the surface.  We are discussing having another coating run with our vendor's best (lowest zirconium contamination) hafnia target.  I've learned that our mirrors were made using a target with the highest level of zirconia, because it gave the highest ns pulsed damage threshold values for NIF (the National Ignition Facility).  Not quite the same laser parameters.

Other Activities
We operated the FEL Monday evening to commission the FROG (FEL pulseshape diagnostic) and obtained our first data.  This is shown in the accompanying figures, taken while lasing cw at a power level of about 1 kW.  There are more checks to be made, but the pulsewidth is in line with what we would expect from the electron beam bunchlength diagnostics and slippage.  We also collected some data parasitically and assisted with beam Ops two evenings this week that supported the nanotubes and THz experiments.  As of this reporting, new thermometry has been installed in the OC assembly.  We had planned to install a brazed 1.06 micron optic, but the assembly warped the optic, causing unacceptable levels of astigmatism.  The mirror cooling frame also had vacuum leaks. So, with the arrival of new frame parts today, we will get them brazed today-Saturday, and assuming they pass leak check, put new optics in them (with high vacuum, high conductivity paste).   Getting these various parts ready for the installation occupied much of the group's attention for this week. 
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Terahertz:

This week, tests were performed to continue to improve characterization of the beam.  So far, reliable power measurements have been difficult due to the lack of technology designed for measuring in this spectral region.  The TK power meter, which is ostensibly designed for this region has not given good measurements to date.  Some possible reasons are the broadband nature of the beam and the mixed polarization.  The TK meter seems to be intended more for narrow band polarized sources.  The tests performed this week indicate that most of the THz beam is being reflected from the window of the meter as well as showing sensitivity to the chopping frequency used.  The results of these tests will be discussed with the manufacturer and more tests are scheduled for next week when we return to beam operations. 

Progress towards upgrading the FTIR spectrometer is nearing completion.  The vacuum FTIR system setup by Rich Evans has been tested with the data acquisition software developed by Pavel Evtushenko and is ready to be moved into the hutch and aligned to the beam.  The spectrometer will be moved and aligned by the close of the week and will be ready for beam operations next week. 



Finally, during the shutdown of the accelerator at the end of the week, the bellows assembly which supports the THz vault shutter and viewer was replaced with a modified piece.  This new piece incorporates two new viewports aligned to view and illuminate the diamond window independent of the shutter position.  Previously, observation of the beam on the diamond window was only possible with the shutter closed.  The new bellows assembly now allows for continuous observation of the diamond window during beam delivery to the hutch in Lab 3.
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