MEMORANDUM 

To:

Distribution 

From:

F. Dylla/grn

Subject:
FEL Upgrade Project Weekly Brief  - June 26-30, 2006

Date:

June 30, 2006

Highlights:

We had several high priority activities for the FEL this week: 1) continuation of studies

of power deposition onto the 1.6 micron optics as function of beam current and other parameters; 2) certification of User Lab 2 for high power operation so that the Dahlgren User group could implement one or more user runs; and 3) preparation for a brief shut-down starting this afternoon to install THz absorbers upstream of the outcoupling optics and  also to complete a few maintenance items. We completed all three tasks.

User Lab 2 was certified for high power use (for the first time since 2001) and we delivered 2kW into the lab as an integrated system test prior to the first Dahlgren run.  Notes from the Dahlgren group are given below show they had a successful first run exposing a group of approximately 100 samples for their laser effects studies at 1.6 microns.

Concerning our power deposition studies on the cavity optics: our ability to use our on-line

diagnostic of the optical cavity mirror figure (OCMMS) at low duty cycles and IR camera views of the mirror surface temperature profiles are providing useful but as yet puzzling data on the nature of the heat deposition that ultimately limits the mirror performance. Details are given below in our Operations report. We will continue these useful measurements next Thursday after we bring the machine back on-line on Wednesday.

Other accomplishments this week include some useful data and analysis of our electron beam orbits and emittances using Dave Douglas’s transport model (see details below-the bottom line our beam emittances are excellent), and the first bakeout of our vacuum test stand at 250C which will used to test the sputtered NEG coating we plan to use in the 2nd photogun assembly designated for the Injector Test Stand and the AES 100 mA cryounit tests.

We wish all of our readers and collaborators a safe and enjoyable July 4th holiday.

Management:

We continued our budgeting and planning activities for a smooth transition from the last quarter of FY06 to the start of FY07. This included a meeting with the SRF management

to help clarify the FEL tasks within their entire work scope.

The second bi-monthly consortium conference call was held today for members of 

the Biomedical Photonics Consortium that is currently drafting a full proposal for laser bioscience activities at the FEL User Facility.

We planned a brief shut-down of the FEL for this afternoon and for Monday for clean-up of cabling, safety/maintenance checks and a few enhancements.

We had our first dry runs for the three FEL presentations that will be given on July 12-13 at the lab’s annual “Science and Technology” peer review. 

We watched closely that all the required training, paperwork and tests were in-place so

that the Dahlgren user group could attempt a  test run in User lab 2 this week, which they successfully managed on Thursday night.

We held mini-design reviews for the placement of initial hardware in the Injector Test Stand (ITS) and for the design of the load-lock cathode replacement assembly which will be tested in the ITS.

Operations:
   After a re-cesiation on Monday we came up, mini-phased, and started certifying labs.  We finished certifying User Lab 2 and did most of the alignment mode certification before encountering a problem with the LPSS in user Llab 2.  We had to go into the lab 2 LPSS box to fix it, which means it had to be recertified again.  We switched to running long pulses to User Lab 1, which passed certification last week, and discovered a leak in the 1G01 viewer before we could make any measurements.  We shut down to diagnose the leak, sealed the leak temporarily, and installed some optical diagnostics for Tuesday's run.
   On Tuesday we certified User Lab 2 again.  We spent a fair amount of time optimizing the FEL with the new electron beam match derived last week.  The gain looked pretty good but the efficiency did not seem any higher than the previous configuration.   We then ran pulsed beam with long pulses to look at the behavior of the mirrors during a 2 second laser pulse.  Since we were only running 10% duty cycle the OCMMS mirrors did not drift too far to be usable.  We could see a small size change in the return spot from the output coupler and a little movement as well.  A FLIR camera looking at the temperature profile saw prompt radiation (light in the 7-13 micron range) as well as a sharp spike in the temperature profile.  Finally we sent the FEL beam into User Lab 2 for the first time at "low" power (150 W) to make sure there were no large problems with transport into that lab.  There were none.
   Wednesday we found another problem with the LPSS box in User Lab 2, fixed it, and certified the lab again.  We also redid the alignment mode certification.  We were finally able to run to all active labs.  Progress in other fronts was slowed due to jumps in accelerator phases.   We found a couple of loose cables and one cable attached to the master oscillator that shouldn't have been.  After these things were fixed the accelerator seemed a bit more stable.  We ran some high power (2 kW) and saw the same temperature spike on the output coupler we had seen the day before.  We sent high power beam into User Lab 2 and verified that transmission was clean.  We eventually sent up to 2 kW into the lab.  There were no problems and the system was quite stable.
   Thursday we continued the pulsed measurements.   We first found that the HR OCMMS did not change when lasing at high power for 2 seconds.  We then found that ringing in the detector circuit for the InSb detector prevented us from measuring the cavity ring-down.  We switched to a fast but not very sensitive detector and found that the losses were 20% for a heater current up to 0.33 A.  For higher currents the ring-down was distorted.  This may have been due to the fact that this detector is very small and may be effectively vignetting the beam.  We also looked at the power vs. time for 2 second pulses.  The power was quite flat for that time period.  We need to repeat these measurements with a larger detector.
We switched over to user operations in early afternoon and sent progressively more power to the users in Lab 2 for materials damage tests.  The machine ran quite stably with about 1400 W delivered to the lab for 5 hours (this is about 25 MJ if you are counting).  We continued to see the temperature spike on the output coupler during this run.  The efficiency seemed a bit higher after some optimization.  We were able to get up to 1.4 kW/mA with the 20% output coupler.  This is close to the spreadsheet model.
On Friday we looked at the temperature of the 11% output coupler when running high power.  We found that the spike present on the 20% output coupler was present even more dramatically on this mirror.  This seems to imply that the power deposition is only right in the center and not in the rest of the mirror.  This distribution is contrary to our expectations and we do not understand this observation yet.  When running with the laser off, the distribution looks much more reasonable and has a much lower peak temperature.  We took movies of the temperature vs. time for 2 second lasing at high power.  Friday afternoon is devoted to installing some THz absorbers and other installation and repair activities.  Monday will be a clean-up day and Wednesday will be hot checkout after a planned CHL trip in the morning.  We expect to resume operations next Thursday.
Emittance Results:

Last week provided considerable emittance and matching data that wasn't fully analyzed until this week. Our initial measurements were of edge emittance down the linac axis; this allowed us to check and modify the injection match as appropriate. Figure 1 shows the spot sizes and Figure 2 the beam envelopes from this measurement, which gave normalized horizontal/vertical emittances of around 7 1/2 and 9 1/2 mm-mrad, respectively, and indicated a moderate mismatch between injector and linac.

Figure 1: measured edge spot sizes down linac axis
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Figure 2: evaluated edge beam envelopes
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The model was used to rematch the injector to the linac and the linac to the recirculator based on these data. The results were clean enough to warrant a model based rematch to the wiggler, and from the wiggler on to re-injection and energy recovery. After some loss management, the system lased and ran power, so a more careful measurement was made of the core emittance. Pavel Evtushenko measured spots down the back-leg axis (Figure 3) based on which envelopes (Figure 4) and emittances were evaluated. The emittance in both planes was 6 to 7 mm-mrad (notice how careful we are to avoid quoting error bars... or error factors...).

Figure 3: Observed core spots (P. Evtushenko) after rematch and loss management. The wildly deviant spot after the THz chicane was due to a badly focused image (we won't go into some of the other peculiarities that were observed); this observation was excluded from the beam properties evaluation and the hardware has been corrected and now gives a nice, sharp image.
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Figure 4: Evaluated core beam envelopes. The above data and these envelopes correspond to horizontal and vertical emittances both around 6 1/2 mm-mrad normalized.
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A final FEL-based rematch was performed wherein the telescope upstream of the wiggler was adjusted to optimize the laser and the downstream quads were tweaked to maintain transmission during energy recovery. The resulted modeled envelopes are shown in Figure 5. They make little sense (badly matched, even to the wiggler), until one recalls that our quad trim supplies do not properly drive the quads so that the nominal settings are suspect to the level of even hundreds of gauss gradient integral, and the system has known potential focussing issues due to delaminated pole pieces on GWs and GGs. If one assumes that "the 

laser knows best" and so that the beam is indeed well matched, and if one therefore tweaks then the model to get a good match, one then finds that Figure 6 - a nice, clean match through the system - is produced by adjusting only the telescope upstream of the wiggler. 

Figure 5: "Raw" beam envelopes
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Figure 6: "Model trimmed" beam envelopes
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Though not conclusive, the results of this exercise are consistent with a scenario (well, to be fair, its less a scenario than it is our virulently held but quite possibly erroneous and certainly factually unconstrained opinion) in which that there are a limited number of localized focusing errors in the system - either bad GW/GGs or joker quads - driving both actual mismatch of beam and discrepancies of model to observation. Such errors can in principle be characterized by difference orbit measurements. All it takes is a) enough hardware, properly working, b) software, and c) beam time. Easy. No sweat. Or, it could be that more or less all the quads are moderately messed up and we're (moderately) doomed until we get new power supplies and re-measure them all.

Report from the Dahlgren User Group:

The Dahlgren Laser Effects Group arrived Wednesday afternoon.  The afternoon was spent observing Lab 2 certification and integrated system checkout.  We then completed the optical setup and Dahlgren systems checkout. Thursday afternoon final alignment with the FEL was completed.  This effort was hampered by larger than predicted spot size from the FEL.  By

early evening we were able to start processing samples.  A few technical challenges related to the FEL spot size and drift as well as Dahlgren instrumentation will be addressed prior to the next run.  By the end of swing shift 9 Racks with close to 100 samples were processed.  This

successful evening run will provide some preliminary data, and the opportunity to correct these technical challenges.

WBS 4 (Injector):

On Monday we re-cesiated the photocathode. It delivered 168 Coulombs and 38 hours of beam time since the last re-cesiation on June 13th. The test gun vacuum chamber is being baked at 250C in preparation for NEG coating. Don Bullard started polishing the molybdenum anode plate. The new gun chamber has been machined out to the specified thickness and penetrations for the various ports were cut this week by the machine shop. We held a design review meeting of the load-lock system to be incorporated to the new gun in the Injector Test Stand. We appreciate contributions and insights from Matt Poelker, Phil Adderley and Joe Grames who joined us for the review from the CEBAF Source Group. We also worked in determining the spacing between the center lines of the new gun and the high voltage power supply tank defined by the length of the resistor transmission line in preparation for establishing the position of those elements in the Injector Test Stand layout.

WBS 5 (SRF):

   Incremental progress on the Ampere class cryomodule this week. We received check prints for the  1497 MHz 5-cell cavity, dies are out for fabrication for the multi- cell shape and drawings are in progress for the 748.5 MHz dies for  the full-size cavity. Parts are coming in for the 1497 MHz high-power windows and we have tracked down some HOM absorber tiles left over  from PEP-II at SLAC that might be usable for our prototype HOM load.  Our team is gaining strength with designers Lyn Vogel and Rich Getz  joining to work on the HOM loads and cavities and another engineer  coming next month. 
   Also this week we completed the first assembly of the 700 MHz   ECX high-current cavity for our Brookhaven colleagues. This was not without complications as this is the largest cavity ever tested at JLab. It's also a good trial run for our own 750 MHz prototype. The  BNL cavity is cooling down today for it's first RF test which will be  a major milestone for their project.
WBS 6 (RF Systems)
Except for some phasing troubles during yesterday’s operation, the RF and SRF systems behaved well all week.      

WBS 8 (Instrumentation):

   Preparations for and support of the FEL operations into User Lab 2 for the Dahlgren group has been the focus of this weeks effort. Ensuring that this experiment was successful had us hard at work on the various lab 2 user systems. We've also spent more time on the Single Board IOC this week as well as the Beam Viewer Crate upgrade designs.
    In certifying the Laser Personnel Safety System (LPSS) we discovered that the Lab status lamps were not working properly. It was quickly determined that there was no problem with the lamp drivers hardware, but that the problem must be related to the EPICS inputs from another system which drive the lamp logic. After troubleshooting the system, we discovered that the problem was due to a non-safety related I/O readback to EPICS failure in the alignment mode permit chassis that reports the error bit status to the control system. We buggered the non-essential read-backs to correct the problem. This will be fixed soon and the buggers removed. In addition to the LPSS/Alignment mode readiness, we worked with the Dahlgren team to set-up and utilize the new video patches and equipment in the Lab 2 Hutch.
    The single board IOC PCB layout is turning out to be quite the leaning experience – but well worth it! The task is converging as familiarity and the understanding of the layout software continues to improve.  By working directly with the board manufacturer and other PCAD users the design rules have been all setup to help minimize holdups when manufacturing begins. On the software & firmware side of the project we built RTEMS with the Coldfire BSPs and all the GNU tools for cross-compiling.  EPICS is being folded into RTEMS for use on our EIOCs.  This RTEMS built from scratch will allow us to make any needed modifications and reconstruct every part of our EIOCS' software. Work was also done on the code for FPGA and simulations. We are working with a group at SNS on their push to eliminate LabView from their current designs. Our efforts may be adopted directly, they are hosting a preliminary design review in mid to late July. Our new PCB with all of the FPGA resources should be complete and operational by this date. An abstract on this effort was submitted for PCaPAC 2006 workshop at JLab in October.
    The RTD cables for the Calorimeter (in front of the optical cavity output coupler) have been installed to convert the pre-existing cable to the 4-wire configuration that is compatible with the precision Kiethley meters.  This will be tested once operations cease for the upcoming holiday.  We've also gathered all of the necessary equipment to monitor the temperature of the RTDs on the new THz traps. All of the cables have been pre-assembled and tested along with the RTDs and have been terminated to the proper pin-outs.
    We shipped out the Scion LG3 frame grabber card to be checked and/or repaired. A problem turned up when we attempted to build up a second Wes-Cam system to trouble shoot image capture problems with the operational system. 
    Lab 4 (Aerospace UV Micromachining station) LPSS is progressing steadily. This lab must be certified by the end of July for laser operations. The mirror cassette has been wired in and all connections tested and verified. We can begin testing the motor and the mirror assembly along with the PLC logic for the cassette as early as next week. An additional ethernet module was installed in order to begin the new EPIC's software development for the PLC's.  Progress was also made on upgrading of the FEL User Lab LPSS status interface boxes, a full survey of the usage/machine-dependence on various cable "patches", general housekeeping and preparations for next weeks maintenance/clean-up day. 
    The solid model of the ITS cage has taken shape with the addition of the gun tank, the stand, and the HPS tank. Although critical measurements are still to be determined in the, it is already evident that there will be clearance issues that will have to be addressed with the rotating HPS tank door and the roll-up door at the back of the cage. The rear of the FEL has been cleaned further and components of the ITS gun stand have been fork lifted into the ITS cage.
    Lead bricks that were in the back of the FEL last Friday also got placed at the straight-ahead dump for Mike Holloway's experiment setup. This is our collaboration with Univ. of Maryland. An Optical Transition Radiation Interferometer (OTRI) is installed at the 2G dump and setup for monitoring the transverse emittance of the beam. These experiments may start the week of July 10 on swing shifts. Many thanks to Mike for spending the last few weeks with us!
WBS 9 (Beam Transport):



IR Machine Operations
•  The Shop finished the four THz absorbers rings for the beam tube after the Debunching Chicane and Tom Elliott gave them a three minute excursion to 850 C in a vacuum oven to out-gas them. A heat tape encircled leak test by the Vacuum group showed that they seal reliably under temperature excursions at 15 lb-ft of bolt torque.  Dan Sexton of the I&C Group will wire a RTD thermometer to the exposed, thick edge of each to monitor any increase in temperature.  Dave Douglas gave us permission to mount two of the absorbers on either side of the central quadruple of the local triplet.  The Vacuum Group is poised to install them this afternoon. 
•  
In work for the stalk retraction system for the new electron gun going into the Injector Test Stand, we had an informal design review of the load lock mechanism.  We received several great ideas that we will incorporate.  Steve Benson added the possibility that using a glove box may allow this system to work without a local bake.  Ron Lassiter, the designer was able to bring the drawings of the gun, resistor and high voltage power supply into one design file.  He is working on shoehorning the system into the Injector Test Stand Enclosure and still leave room to move around.  Julie Leverenz of Procurement is working on the procurement of the retraction system & bellows.  We added a requirement of a motor to drive the movable end of the bellows so that the system will be able to be used with the in-SF6 cesiation scenario we reported last week.

•  
 In our process of responding to high temperatures in the Wiggler chamber we monitored the downstream end of the chamber, seeing it move .006 inch under temperature excursions reported last week. The OCMM chamber didn’t move at first and then “slipped”.  We have decided to flash a copper coating of at least 2 µm onto the center region of the new chamber we have in production.  This coating should cut the heating down by a factor of 40 or so.  We will also add cooling tubes and decouple the beam viewer probe supports beam from the chamber with some flex joints.  Bob Rimmer gave us some tips on what to do with the OCMM parts at the end of the chamber to minimize RF heating.  

•  
We will replace a bellows that leaked this week on a beam viewer on the Recirculation Dump Line during a down period today.  It looks like the cause of the leak is scraping because the actuation cylinder was installed off axis.

• 
I will install the cover for the optics rail of the drive laser light box today.  Thanks to Dan Oprisko for an excellent job of fabricating it. 

Experimental program
•
 In news about a quick experiment that uses laser light to look for a pseudoscalar particle that couples to photons, Michelle Shinn specified the configuration of the Collimator we will install on the light beam distribution optical table in Lab 5.  Dan Oprisko is expecting to fabricate it next week.  The magnet stands were sent out for fabrication to an outside vendor.  Magnet Test is still waiting for funds to arrive so that they can test the auxiliary poles on the pole extension to see if we can raise the end fields to the 18 KGauss seen in the central field region.

WBS 11 (Optics): 

This week’s focus was on preparing and delivering beam to Lab 2 for the Dahlgren User run. For an integrated systems test, we delivered 2kW of 1.6um beam to the Lab without an appreciable temperature rise to the transport system or Brewster window. This is highest power, at any wavelength, delivered to an FEL User Lab. We also supported delivery of more than a kW to the Dahlgren experiment for over eight hours. Supported operations with a whole beam signal detector in Lab 1.
 We received a new EO cell this week and are preparing it for testing next week. More progress was made with the I&C group’s assistance on a pulse control scheme for the Advanced Drive Laser. We assisted the Gun group with optics for the test injector and finalized the design of Michael Kelley’s pulse stretcher project.

FEL Mirror Development
   This was a busy week, as discussed in the Operations section of the report.  We were able to make measurements of the change in radius of curvature (ROC) while lasing with 2 sec, 10% duty factor pulses.  Data was recorded to DVD and with our Spiricon beam profiler.  Qualitative observations were given in the Operations section.  Analyses of the movies produced is in process.  Clearly, the outcoupler mirror is more affected than the HR.  While lasing we were also watching the thermographic camera images of the OC mirror and noted a thermal "spike" on top of the thermal bump.  This spike manifested itself only while lasing, and at currents higher than 1m A (or laser output above 1 kW).  It has a shape that, at first blush, doesn't correspond to that expected for either bulk or surface absorption in an edge-cooled disc.  It is also important to note that the temperature delta (peak to mirror edge) scaled with intracavity power (it doubled when we halved the outcoupling).  Figure 1 shows the profiles for the spike while lasing at 1.6 microns with the 11% outcoupling mirror. We don't yet have an explanation of the cause.  We stored a lot of profiles and will begin working on modeling it.  In any case, this clearly plays a role in our lasing efficiency loss.  What is unclear is whether this is absorption of the fundamental in the coating or of some longer wavelength that is strongly absorbed by the substrate.  Experiments are being proposed to explore this.  

   In the meantime, three silicon substrates were especially selected for coating with 100 nm of aluminum, and then a modified "harmonic control" coating for 1.6 microns. 
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Terahertz:

Work by Megan Ivory on characterizing the THz power meter continued this week, but it now does not appear that the globar source we have been attempting to use for this will provide sufficient power in the THz region of the spectrum to exceed the noise floor of the meter.  We will turn our attention back to using the FEL THz beam to try and characterize the power meter and understand why it is not giving reasonable readings when used to measure the power of the beam.

Also this week, the final version of the proposal by Jill McQuade from Brooks AFB has been submitted for the experiments to help determine the limits for human exposure to high power THz sources.  As the only broad band high power source, we are providing a unique and first time opportunity to make these measurements and set the new safety standards for THz radiation.  We are preparing for their visit on the week of July 17th.

Finally, the remaining parts for the beam distribution vacuum chamber have arrived and we will be leak checking the chamber with the new fittings in the next few days.













