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Highlights:

We obtained a new power record at 1 micron: 2.2kW cw using the new outcoupler we installed during last month’s installation period.  Although this power record is only slightly higher than our previous power record at this wavelength (1.7 kW), we learned quite a bit

from the comparison of the performance with the two different optical configurations.  We believe that we are observing some heating of the cavity optics due to incident radiation at wavelengths different than the fundamental lasing wavelength, possibly due to THz or other 

beam-induced rf radiation.  Our continuing series of measurements, which show lower losses in the cavity optics at the fundamental wavelengths as we test improved optics, are adding to our database on viable low-loss coatings for high power operation at these wavelengths. But of equal importance is our learning curve about design details that will be incorporated into this machine and next step power upgrades to mitigate other heating sources which can effect the optical systems.

Today we took a short break in operations to remove a short section of vacuum vessel that may be generating some excess rf radiation onto the outcoupler optics and also to install a new 1.6 micron outcoupler. Operations will resume next week. We hope to add limited 2nd shift operations to our schedule soon to accommodate additional measurements and FEL users. 

The SRF team tested a single cell version of the cavity design they are planning for our high current module (ampere class) this week and obtained a gradient exceeding 32 MV/m.

Management

We completed the project cost-performance reports for May and forwarded them to the DOE and ONR Program Offices. We continuing working on our preliminary budget and staffing plans for FY07 given our best estimates for available resources.

The first Virginia NanoTech Conference drew more than 100 registrants to Newport News this past Monday and Tuesday.  FEL participation included Michael Kelley as an organizer, Gwyn Williams presenting an invited talk about terahertz studies at JLab and a FEL tour for interested participants.
 

DoE's Division of High Energy Physics notified Michael Kelley of acceptance of his proposal for niobium surface studies aimed at better-performing SRF cavities for the International Linear Collider.  The funds will support doctoral students in the Applied Science Department at William & Mary and the Materials Science and Engineering Department at Virginia Tech.

Operations:
   We continued our daytime only operations this week.  We lost half a day due to another cryo plant trip and today is a planned maintenance and installation day but the remainder of the week was quite productive.   On Monday we did out first power push on the new 1 micron output coupler.  This mirror has lower loss due to the use of a new dielectric coating.  It also has much higher output coupling of 15% compared to 3.5% for the old mirror.  The increased output coupling should lead to slightly lower efficiency but mirror heating effects should be reduced by about one order of magnitude.  We were therefore surprised to find that the old power record at 1 micron (1.7 kW) was not easily shattered.  With some work we were able to get up to 2.2 kW.  We obtained 2.1 kW with 3.5 mA of beam and 2.2 kW at 5 mA of beam.  This gives some indication of how hard the efficiency is dropping off.   Since the mirror losses at the fundamental laser wavelength dropped by an order of magnitude, we can eliminate this heating term as the cause of the efficiency roll-off.  Note, that previously we had repeated this experiment at 1.6 microns, i.e., by decreasing the circulating power by almost a factor of two we found that the limiting power output did not change.   Although the lack of higher power records were initially disappointing, these new mirrors have taught us quite a bit about what is going on in the FEL.  We took pulsed data on Thursday that showed that the efficiency is rather constant up to a fairly large power output and then falls off quite abruptly.  Even before it has fallen off by much we can see a reduction of efficiency during the macropulse.  This may be due to mirror heating by some radiation source in the cavity that is not at the fundamental wavelength, for example THz or beam induced rf radiation.  We looked at the current and energy during a long pulse and found that they did not change significantly during a 1 second pulse. 
   In order to characterize the mirror distortion during a long pulse we need the OCMMS (Optical Cavity Mirror Metrology System) working.  Last week we found that the return spot in the OCMMS drifted off quickly when we ran CW beam.  In order to see whether anything was heating up and steering we put infrared cameras in the vault looking at the OCMMS  crosses and the wiggler.  What we found was quite startling.  The downstream OCMMS cross was getting much hotter than the upstream cross (against expectations) and both were getting much hotter than we expected.   The wiggler chamber was getting the hottest of all.   Running 5 mA CW with the shortest bunch length we got the temperature profile shown in figure 2 of the WBS 6 report. The wiggler chamber heated up by over 50 degrees Celsius during this running.  This is most probably due to resistive wall heating.  This is quite important information for designers of higher current ERLs.  The short bunches can lead to extremely strong heating of the chamber walls.  This is especially true of small gap wigglers now being proposed for high power systems.  Proper design can ameliorate this problem but the chamber must be designed to account for the resistive wall heating.  We took quite a bit of data on this heating effect.  One interesting point is the downstream heating is stronger than the upstream heating but it is not strongly dependent on the bunch length.  We suspect that this might be due to the presence of a cube-shaped vacuum chamber downstream of the wiggler designed to be used for measuring Compton backscattered X-rays.  It might be acting as a klystron and producing RF power that is heating the viewport.  Note that it might also be heating the downstream cavity mirror.  We are removing this cube today to see if there is any difference in the heating.  All of this seems to indicate that high current machines with very short pulses need to have smooth bore tubes everywhere, even after the wiggler (our design for the present FEL Upgrade only has smooth bores just before the wiggler where we purposely designed for short, high intensity electron bunches). 
   All-in-all, this was a very instructive week.  We are installing a non-astigmatic 1.6 micron 20% output coupler today and will test that out next week to see how much the efficiency is hurt by the astigmatism.  The efficiency should be a bit higher for the new mirror.
WBS 4 (Injector):

On Tuesday we re-cesiated the cathode for the second time since May 31st. The cathode delivered about 120 Coulombs in that period of time. The cathode has delivered 80 Coulombs since Tuesday. We made good progress with the NEG sputtering system by evacuating the test chamber and lighting up an Argon plasma for initial system checkup. On Thursday we added an RGA to the chamber for vacuum qualification and comparison before and after depositing the NEG coating. The system is pumping down in preparation for bakeout at 250C.
WBS 5 (SRF):

Most recent test of the JLab 1500 MHz high-current shape single cell cavity reached 32 MV/m with no field emission. Q at lower gradient was better than previous tests. The cavity was heat treated at 1250C to improve the RRR value of the fine-grain material and get some re-crystalization and out-gassing. No sign of the predicted soft multipacting barrier was observed. This is all good news for the high- current program.
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WBS 6 (RF Systems)
The RF Systems were operated with no problems this week.  There was a CHL trip Wednesday that was followed by manually bringing up the RF again, which took about an hour.  We continued to measure energy jitter in the machine.  A sample and hold module was installed in the switched electrode beam position monitor (SEE BPM) system which allowed us to better monitor time domain beam motion.  Specifically we were interested in the energy jitter in the machine, where energy jitter is defined as the motion of the centroid of the beam spot.  The measurement at 2F07 was calibrated to energy with about 1 mm of motion being about 0.05% energy fluctuation.  The low (between 10 and 2000 Hz) frequency energy jitter was measured to be about 0.1%.  This system is being used to try and understand the relationship between energy jitter and FEL lasing efficiency.  

Infrared Themography

We used the FLIR radiometric infrared camera to better characterize the heating effects in the wiggler chamber and the down stream OCMMS cross.  Figure 2 shows that the wiggler chamber is uniformly heated along the length.  The differential temperature was about 1º C with a maximum temperature of about 42 º C.  
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Figure 1.  Photograph of wiggler chamber from a similar angle as used for the infrared images.  The lexan shield was removed and black electrical tape was applied to the top of the chamber to provide a known emissivity.  Note the IR image is rotated 90º from this image.
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Figure 2.  Wiggler temperature profile with 4.6 mA of beam current and no lasing.  The image was taken from above the wiggler.  The cool stripes (blue) in the region of curser 1 are images of cables that were between the camera and chamber.

Figure 3 is a visible light image of the down stream OCMMS Cross and the X-ray box.  The wiggler chamber can be seen exiting the wiggler on the left hand side of the photograph.  The OCMMS chamber is the one with the optical view port.  The X-ray box has the large metal flange shown on the right hand side of the photograph.  Figure 4 shows the temperature around the OCMMS cross which is just down stream from the wiggler with a relatively long bunch length.  Non radiometric infrared cameras indicated that this cross was at a higher temperature than the upstream OCMMS cross.  The image was recorded when after the machine had been operated with CW 4.8 mA of CW beam, long bunches, and no lasing.  Figure 3, shows the same region after about 20 minutes of operation with the same beam current and shorter bunch lengths.  Although the emissivity of the window was different than that of electrical tape, the temperature dot at 40º C did change colors and the one at 60º C did not.  Thus the significance of this part of the measurement is that the window did not increase in temperature a large amount between the long and long bunches.  The wiggler chamber temperature did increase significantly with short bunch lengths.  Discussions with beam line hardware experts in the SRF and CASA groups indicated that this phenomena is expected.
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Figure 3 Visible image of down steam OCMMS.  The electrical masking tape were put in place to provide areas of known emissivity. 
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Figure 3.  Infrared image of the down stream OCMMS. 
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Figure 4 Infrared image of down stream OCMMS short bunch length.

WBS 8 (Instrumentation):

   The completion of the lab 2 Laser Safety System including all of the hutch interlocks led the weeks efforts. LPSS certification for lab 1, 2 and the OCR will take place early next week.  This will be followed up by running test beam into the lab 2 hutch to confirm safe delivery of high power beam. We've also completed the installation of the Harmonic Blocking Filter Chassis for Lab 2.  This status has been tied into the MPS and the user lab LPSS.  All of the cables have been installed, terminated, and checked out to accomplish the installation of this system.  The cables for Lab 1 are also installed but some final details need to be completed in order to fully wrap up this lab installation.  Each subsequent lab that comes online will only require a control cable to drive the Harmonic Blocking Filter and records the status. 
    The Single Board IOC Module board layout has been completed this week.  This has been submitted for quotes to the board manufacturer and will be ordered as soon as time permits.  The parts list has been generated and the necessary parts have been ordered.
    Progress has been made on the new timing and distribution system as well as increasing the number of available AMS channels. The backup Scion frame grabber card for the WesCam system does not function properly.  The card will be sent to Scion to be checked.  We are also looking at their latest capture card the FG-7 as a replacement. 
    Other activities of the week include cleaning up of the tent outside of the back of the FEL. The large portions of trash and cabling that was located inside/outside/around the tent have been cleaned up. Only a few larger items remain to be moved from the inside of the tent.

WBS 9 (Beam Transport):



IR Machine Operations
•  The Shop continues to make 5 units THz absorbers for the beam tube after the Debunching Chicane.  The absorbing slits are being added using our shop’s wire EDM machine.    
• 
For work for the stalk retraction system for the new electron gun going into the Injector Test Stand: the drawing and specification were signed off for small revisions and the procurement can start.

•
I attended a review of LARP, the U.S. LHC Accelerator Research Program

•  
In preparation for and during the Friday down period, made the mechanical details of N. Nishimori’s experiment available to the folks who want to look at bunch length after the wiggler and aided S. Benson in adjusting the gap of the wiggler.

• 
Responding to the beam current heating and subsequent growth of the chamber and mis-alignment of the OCMMs, I installed 2 dial gauges to the measure the movement of chamber and OCMM at the down stream end.

WBS 11 (Optics): 

FEL mirrors
At this writing, we have installed another 1.6 micron, 20% OC mirror in place of the one with high astigmatism.  The mirror that was removed was subsequently checked using test plates, and found to be at the level (2%) that was measured earlier in-situ. We also replaced the uncoated fixed clips on the 1.06 micron mirror with gold-coated variants.  That was the last mirror to get the gold-coated clips.  In the process, we are learning that the pasted optics can have issues with aberration during installation.  In part, this appears to be due to the low viscosity of the paste.  We will mock this up in the Mirror Test Stand and see if we can find a better solution.  We are also working on the braze technique, which worked quite well in the past.  The Operations section discusses the newest results with the new mirrors.  So far, there seems to be no systematic change in the loss.  But it may be too soon to determine.  We are now reconsidering just how big a role THz loading could have with the performance we see, and are reanalyzing data with an emphasis on bulk heating, rather than heating of the coating.  To aid in this analysis, we need further data, and we can take that in a low duty cycle mode with the OCMMS we have.  We've also asked the I&C Group to resurrect the "THz calorimeter" so we can measure the total THz power launched at the outcoupler mirror, and compare it with the amount absorbed.
Other Activities
 As discussed in last week's report, we saw unanticipated beam drift when operating.  We set up IR cameras observing viewports and OCMMS beam tubes in an effort to see what components were heating.  In the process, we found the entire wiggler chamber was getting quite hot.  Given the constraints on the OCMMS crosses mounted to the supports for this chamber, as well as on the wiggler chamber itself, we believe the two are related.  We are installing gauging to help determine the extent of the motion, and how best to fix it.  We finally got the optical transport system (OTS) pressure in range to open all valves and check the position of the FEL alignment HeNe into the User Lab 2 hutch.  We have a slight horizontal angular deviation, but since we are passing through the system with plenty of clear aperture, we believe it acceptable.  The spontaneous emission set up was further automated. This was done by resurrecting the remote servo control box and fabricated servo optical assembly to insert a slow photodiode and power meter. This assembly was too heavy for remote operation through CAT 5 cabling.  The assembly was lightened and working using a local power supply for the servos.  The spectrometer used for FROG measurements was reinstalled and is ready to be used.  We determined the grating we were using had poor efficiency at 800 nm (the 2nd harmonic of 1.6 microns) so we found another one and installed and aligned it in the spectrometer.  The cabling for the advanced drive laser's (ADL) TE temperature controller was made and then the system was tested, using a PT100 RTD as the sensor. The system was tested with various TE configurations and PID settings. It reaches proper temperature with excellent accuracy, but takes longer to get there than anticipated.  This is probably due to convective losses, so drawings for a Teflon holder/insulator were made and submitted for fabrication.  In order to look at the bunchlength downstream of the wiggler, there is a plan to move one of the FTIR spectrometers (the older one) into the vault.  We assisted in this by checking what system controls and cabling were still in place, and wrote a plan and alignment/test procedure.  This was presented to the THz group. We are proceeding on our preparations to get the optical components needed to run beam to User Lab 4.
Terahertz:

This week, we brought the spectrometer back online after having been down while the DAQ system was being used for fast BPM measurements.  Everything came back up quickly and easily and we were able to make bunch length measurements in short order.  Originally, there had also been plans to perform some tests and measurements with the spectrometer under vacuum during Wednesday night beam operations, but frequent problems with the CHL forced us to delay those tests.

Following the proposal by Pavel Evtushenko, we are in the process of installing the old spectrometer system to make measurements on the THz emission from the debuncher chicane downstream of the wiggler.  The goal of this is threefold; to provide another independent system for performing bunch length measurements, to measure beam stability downstream of the wiggler, and to look for microbunching from the wiggler.  It is important to install this as another bunch length measurement system since the THz lab will soon become more frequently dedicated to visiting users and at times may not be available for making the bunch length measurements.  It will also be useful when both spectrometers can be run simultaneously to make comparisons of the measurements upstream and downstream of the wiggler.  Finally, the intention to look for microbunching follows similar tests that had been performed previously by Nishimori Nobuyuki and Shukui Zhang.  Shukui has been helping recall the work that had been done previously, and both Shukui and Pavel have been extremely helpful in planning and assembling this new setup.
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