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Highlights:

This was an exciting and productive week for the FEL Upgrade.  We had a late start on Tuesday due to problem that was very efficiently addressed by the SRF team (described below). This was followed by beam studies and preparations for the 2nd run this summer by the Dahlgren NSWC group. They had a very productive run on Thursday exposing more than 150 samples in 7 hrs to 2.5 kW beam at 1.6 microns. The Dahlgren team (led by Mike Richardson) graciously allowed their versatile apparatus to be used today by an experimenter from the Gas Technology Institute to study laser ablation of rocks. 

We also had another productive run this week by the NASA Langley nanotube team.

In between these user activities, a few beam studies were accomplished in preparation for activities on next week’s schedule to push the power output and for our collaboration with the University of Maryland on electron beam diagnostics. Along the way we managed

a new power record this week for 1.6 microns: 5.4 kW CW at 3.8 mA.

Some very useful facilities improvements were accomplished this week:  the Lab 4 Laser Personnel Safety System (LPSS) was completed in preparation for the arrival of the Aerospace team next Friday for commissioning studies of the Laser Microengineering Station (LMES).  Also cable trays and lighting was added to the new Injector Test Stand Facility in the back of the FEL Building.

Management:

Today we were pleased to welcome a visit by the head of the OSD Joint Technology Office, Mark Neice for a tour and briefing of the FEL Facility. JTO is funding two optics development projects with us this year. By fortune timing Mr. Neice was joined by 7 officers from the USAF Air Combat Command from the nearby Langley AFB who are involved with directed energy programs.

The project financial reports for June were completed and forwarded to the DOE and ONR program offices.

Operations:
   The week started off very slowly due to some problems with the tuners in the zone 2 and 4 cryomodules.  It was thought initially that they had frozen with air from the guard vacuum frozen on the feedthrough.   Inspection by the SRF crew determined that they were OK.  Just about the whole day Monday was lost to debugging this problem.  On Tuesday we did some commissioning runs on an optical transition interference imaging experiment in collaboration with the University of Maryland.   We derived an electron optics solution for their setup but they could view only one of their cameras.  We also tried to take data on the spot size on the viewer before the injector cryounit as a function of solenoid strength but had problems with camera saturation.  We tried to then switch to setup for laser optimization but were stopped by more tuner problems--this one the recurring problem in zone 2. 
   Wednesday we recesiated the gun, fixed the tuner problem in zone 2, and turned on the beam.  We had problems reproducing the usual injector settings but found a new solution that had good transmission to the dump and a short bunch.  We optimized the laser and found very good efficiency with this injector setup.  We got 1.8 kW/ma, which is almost as high as we saw with the 11% output coupler with pulsed operation, at both 4.68 MHz and 9.36 MHz.  We tried 18.7 MHz and got up to 1.3 kW/mA.  We tried 37.4 MHz but could not get good performance at all due to phase drifts.  We then miniphased and went back to low current operation to send some beam into User lab 2 to check out the spot size and alignment.  This went well. 
    On Thursday we started out quite early with a nanotube run, running more than 1 kW to the experiment for an hour long exposure.  We then switched to delivering beam to user lab 2 for the Dahlgren users.  We delivered 2.5 kW to the lab for most of the day both at 18.7 MHz and  37.4 MHz.  After Dahlgren ran out of samples we tried to run up the current.  Running at 37.4 MHz we got up to 5.4 kW downstairs at 1.62 microns.  This required running the mirror heater up high enough that the cavity was unstable when the laser was off.  This is a very unstable setup.  When the laser trips off you have to lower the heater to get the laser running again. 
   Friday we tried to push power again and found that we could get 4.8 kW at 5 mA but the efficiency was not as high as on Thursday.  We then delivered beam for the Gas Technology Institute using the Dahlgren set-up in Lab 2.
   A note on the power record.  Previously we noted that the absorbed power on the mirrors divided by the wavelength was always less than some constant.  One exception was the 1.6 micron 20% output coupler, which had less absorbed power when the power saturated.  From this one, one expects that we should have been able to get more power at 1.6 microns with this output coupler.  In fact this was the case.  The absorbed power during this run was still lower than the limit however, so more power might be possible.

User Operations:
Brian Gahan from the Gas Technology Institute made the first trial exposures of several sandstone and limestone samples using the Dahlgren optical set-up.  The purpose of this DOE-NETL sponsored run was to familiarize the group with the FEL capabilities in preparation for a later proposal. 

The ODU group completed a major milestone this week with the set-up of the magneto-optical trap in Lab 6.  The system is now ready for laser certification.  Initial tests will be with lab-based lasers.  This project is part of the Far-Off-Resonance-Trap (FORT) experiment on Bose-Einstein condensates.

From Mike Smith, NASA

On Thursday the 20th, we ran targets with 5.6 weight percent metal, our lowest value to date, by a factor of two.  Previous work in May showed that the metal content of the product has been dropping with the metal content of the target.  Reducing metal content makes our FEL tube product much more commercially viable, as it may completely eliminate the need for purification.  CNI nannotubes have been received with as much as 40% metal. Thursdays run showed nominally good yield, further analysis is ongoing.   Results from the previous week came in at 13% metal.  

The last two runs have seen very stable laser operation with few interruptions for tuning or trips.  Since we experience significant transients when striking the formation plasma, this stability is critical for our progress in optimization.

University of Maryland - OTRI First Run Summary
The first test of the Optical Transition Radiation Interferometry (OTRI) experiment went fairly well.  We were able to get a decent beam image in our near field camera. This camera image is what will be used to measure the rms beam size.  The intensity of this image is only 10% of the actual light intensity due to a beam splitter intentionally placed in the system. The beam splitter allows for the majority of the light to reach the far field camera.  Unfortunately an obstruction blocked the light from reaching our far field camera.  This obstruction has been fixed.  

After the run we noticed a few things we would like to improve before the next run.  1) A remotely operated filter wheel is essential since accessing the optics table after a run to change filters is not practical. 2) We would like to increase the field of view of the near field camera so the beam image can be easily centered.  3) Adding remote illumination of the reticle on the interferometer from the control room so that it can be seen in the near field camera would allow for an easy reference to measure the beam size at any point during the experiment.

With these improvements in place, we should be able to easily move from each step of the experiment to the next without the need to access the vault until all tests are finished. 
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WBS 4 (Injector):

The cathode was recesiated at mid week and performed admirably the entire week.

WBS 6 (RF):

There were a number of minor problems with the RF systems that cost us time this week.  On Monday morning we came in to find the 30 W amplifier for the 1427 MHz master oscillator dead.  The problem was diagnosed and the amplifier was replaced with a spare unit.  The RF was brought up and run during the middle of the shift.  Later in the afternoon three tuners in zone 4 stopped moving.  The problem was investigated and it was determined that the problem was frozen gas in the bearings of the cold rotary feedthroughs.  Apparently the turbo pumps on the insulating vacuum tripped off over the weekend.  SRF Institute technicians were called in to get the tuners moving again.  The turbo pumps were restarted and the system started behaving properly.  Late in the afternoon on Tuesday one of the tuner motors in zone 2 “failed” with an open winding.  The problem was tracked down to a bad crimp in a cross connect wire.  Other than these failures the RF/SRF operated properly.  

This recent rash of tuner motor drive/wiring faults that have occurred in the past several weeks and the frequency of un-enunciated insulating vacuum pump trips have lead us to start the process of developing changes to improve the robustness of the motor drive system and cabling and to get the turbo pump status into the control system so that it can be monitored and alarmed.

WBS 8 (Instrumentation):

   This week began with more RF tuner opportunities which re-stimulated the discussion of replacing the archaic CAMAC with something new. We are pursuing an implementation of the (below) embedded IOC installed directly into the 8 channel stepper motor driver chassis. This requires a very simple carrier board with the limit switch connector installed. To review; a single axis stepper requires an output bit that is a variable pulse train that goes to a (commercial) motor driver and as well as a direction output bit. This sets direction and the variable pulse train controls acceleration – constant velocity – deceleration which is what is now done for our optical cavity mirrors. Two input bits are required for the limit switches. The total of 32 I/O bit are easily dealt with in this design. The real beauty of this implementation is that all of the high level EPICS application code remains the same and only the driver is affected. We are now looking at using the existing RF IOC serial connections to see if we could use this as a direct replacement for the existing CAMAC based system. I must thank Tom Powers for his input and good ideas!
   The Lab 4 LPSS installation has been completed and has been connected to the LPSS Master.  The unit passed the initial testing of the controls and room interlocks. The mirror cassette was successfully put through its paces through the FEL controls system. After testing and debugging, a pre-certification was performed successfully. Many thanks to Doug Smith, from Hermitage Automation, for his help and PLC programming expertise. This has really helped in the completion of this project in User Lab 4. 
    We've received the Single Board IOC Module from the PCB manufacturer and have begun to populate for testing.  We are piecewise populating the PCB so we can do simple tests as we bring the board online.  The first test has been completed and the board has been powered up successfully.  The voltages were checked to ensure they were all at the proper levels.  The 1.2 volts that is the low voltage supply for the FPGA is being adjusted to keep it within specifications but all other levels were properly set and in the correct locations.  As the remaining parts continue to come in we will move forward with the piecewise assembly. 
    Both the schematic and the layout for the 12-Slot Digital I/O Crate Backplane has been completed.  We've ordered prototypes so we can test these out before we move forward with production quantities.  We've also completed the schematic and layout for the 4-Ch Beam Viewer Control Card.  Prototypes of the PCB have also been ordered for testing.  All of the parts that are needed to assemble and test these boards are in stock and these too will be assembled in a piecewise fashion.  Some remaining parts for the GC Control Cards have been ordered.  The ODU setup in Lab 6 has been interlocked and tested successfully with the LPSS. 
   The Machine Protection System (MPS) was modified this week to better present to an operator what machine elements are not yet configured properly to achieve a valid "machine mode". A valid machine mode is achieved when the MPS affirms that any beam produced will go to a proper location. Previously, the MPS did not alert an operator as to the status of the injector shunting switch and time was lost trying to determine why the MPS wouldn't let us run. This has been fixed. Also, Optics has requested an addition 16 channels of video to be dedicated for the Laser Micro-engineering Experimental Station (LMES) in User Lab 4. The intent is to be able to provide 8 lines of video to the Lab and 8 from the Lab. In our preparation for this installation, we have included the cables slotted for the timing system upgrade. This work is in progress. Also, progress continues in our cable label database and automated label printing system.

WBS 9 (Beam Transport):

IR Machine Operations

•
I enclose an additional picture of the THz Absorbers (Traps) that we installed in the 4F region after the Debunching Chicane. Their design and manufacturing details are due to a great suggestion from John Heckman to make them like a Conflat Gasket and the great suggestions by Casy Apeldoorn of the Shop on how to easily make them in their Wire-EDM machine.
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•
In work for the New Gun and injector Test Stand, some great 3D CAD work by student Cary Kravets with help by Ron Lassiter has convinced us that the best orientation of the gun in the space is 7.5 degrees clockwise from the originally intended position.  The new orientation provides the 36-inch wide access width we need. At the same time, Julie Leverenz is continuing the procurement of the stalk retraction system where we issued a simplification to the specification that will reduce the bidder’s burden but retain our assurance that we will get the right product.
•
In our process of responding to high temperatures in the Wiggler Chamber, the Shop is getting the parts for the second chamber cleaned before welding by the Test Lab cleaning group.   We will flash the inside with copper.  To deal with the new chamber or even the existing chamber, we have a plan to further un-constrain the upstream end of the chamber and its OCMM and rely on the solidarity of the downstream, anchored OCMM to not shift.   We will use dial gauges to see if this is the case.  If it is, we only have to alter the moving, upstream end OCMM configuration (per a plan we have) so that it is insensitive to beam tube motion.  In the mean time, Kevin Beard is learning how to use the resonance analysis software from H. Peng to characterize the OCMM chambers.

•
David Douglas is upping the urgency of substituting the correct, “SF” Sextupoles into the First Arc in place of the lower field, Kluge Sextupoles that are now installed there.  David’s wish corresponds nicely to Magnet Test being available to start re-measuring them per a plan we have established.  Analysis of the original data indicates field clamps appear to have little effect on the high quadrupole term we found earlier.  Re-tightening the bolts (which loosened in shipment) that hold the multiple core pieces together reduced the quadrupole substantially.  Further analysis of the data shows that the quadrupole term is low at the highest field, where a 2.3% saturation is evident and increases rapidly as current is lowered to unsaturated excitations.  This indicates that we may have to run hysteresis loops at lower currents to reduce residual field contributions when we run the magnets at lower fields as we learned to do with the GX/GQ Dipoles.  Measurements are scheduled to start Monday. 

•
Dave Douglas and Steve Benson request a vertical corrector in front of the Debunching Chicane where, because of the rapidity with which this element was inserted, the optics of corrective elements were not sufficiently thought through.  They just can’t bring the beam down sufficiently to go through the first of the three quadrupoles.  Space is short, so this will take some shoehorning and some discussion.    

Experimental program

•
In news about the a quick experiment that uses laser light to look for a pseudoscalar particle that couples to photons, Magnet Test is still waiting for funds to arrive so that they can test the auxiliary poles on the pole extension to see if we can raise the end fields to the 18 KGauss seen in the central field region. Similarly, Dan Oprisko is still poised to make the ollicmator as soon as funds are released.
WBS 11 (Optics): 

FEL mirrors
   This was our first week operating at high power for sustained lengths of time, so we could do calorimetric measurements of the loss in at least one set of mirrors, the 1.6 micron 

HR/20% outcoupling set.  The data so far is quite interesting and confirms the lower heat load we are measuring with the thermography.  This was manifested in the higher lasing efficiency reported in the Operations section of this report.
   We have analyzed the surface roughness of the witness samples prepared by Colorado State University (CSU) and one potential vendor.  CSU's high reflectors look very good, roughness-wise, but there are flaws in the outcoupler.  They are making new ones.  The industrial vendor produced very smooth coatings, even though these coatings were made with e-beam deposition.  We are looking forward to seeing how absorption-free and robust they are.  To that end, the I&C group is wiring up the hutches that go over the new metrology hardware, and we are making a laser safety shutter in-house.

Terahertz:

This week we received samples of the TPX window material that is used to encase the metal film on the TK THz power meter.  Megan Ivory measured the transmission spectrum of the window material and when incorporating this into her calculations, she now has excellent agreement between the expected power and the power measured by the TK THz power meter for a globar source.  We are now looking forward to using these calculations to resume power measurements of the FEL THz source in the Lab 3 hutch. 

Also, with the delay of the Brooks AFB tests, we were able to perform more beam profile measurements during the Dahlgren beamtime.  The beamtime for the Brooks AFB group has been rescheduled to the month of August and will be reported on at that time.  The long duration of high current beam that was delivered during the Dahlgren runs proved excellent high power THz beam as well as more intensity in the visible synchrotron light.  With this, we were able to fine tune some of the alignment of the beamline optics.  We also attempted to make physical beam profile measurements with a special laser ablation paper designed for this purpose.  The power of the THz beam was in fact so high that it burned a hole through the paper almost immediately when the paper was placed near the focus. 

Finally, at the time of publication, the first tests of THz spectrometer operating under vacuum are underway and are hoped to be completed by the end of operations today.  This is a significant step in the build up of the THz lab.
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