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Subject:
FEL Upgrade Project Weekly Brief  - January 23-27, 2006

Date:

January 27, 2006

Highlights:

We are pushing up the power at 1.6 microns. This week we obtained 3.1 kW cw at currents of 2.3-2.4 mA.  These are important results for us for several reasons.  Operations were stable with all systems; the lasing efficiency at these conditions (1.3kW/mA) is equal to our maximum calculated value for our present FEL configuration; and we are detecting no significant heating in our 1.6 microns optics at these conditions.  All of these observations bode well for our continued scaling up to 10 kW at this wavelength.

We also spent some time this week on continuing to optimize the injector set-up and with the collection of emittance data to aid in our matching of the driver accelerator parameters to the

wiggler.

Last week’s detective work which found a delaminated pole in one of the optical chicane dipole magnets led to a satisfactory fix of that problem this week.  We continued our detective work on

possible reasons for drifts in the linac energy and/or phasing and have narrowed that problem down to one or more potentially loose cable connections that will be addressed over the weekend.

With the fix of this magnet in the high reflector optical chicane, we now also have stable THz beam in the Lab 3a beam-line.

Real progress was made on the FEL Injector Test Stand this week. The footings for the shielding were poured and the associated framing arrived on-site

Management:
A draft white paper was circulated by our PI from Hampton University (Prof. Keith Baker) for our planned Axion search experiment using the IR FEL.

A second white paper is being prepared by our colleague from Aerospace Corporation to cover

limited commissioning of the Laser Microengineering Station (LMES) in User Lab 4 later this year.

We used a lab wide safety stand down on Thursday of this week to review hazard identification and our procedures for performing routine tasks.

Operations:

   The goal this week was to use quantitative setup to produce an optimum electron beam setup and to fix the first GW magnet in the optical chicane and recover lasing and, hopefully, high current operations.  This was slowed by magnet power supply troubles and a safety stand down on Thursday.  We did accomplish quite a bit nevertheless and achieved a new power record at 1.6 microns.
   On Monday we carefully set up the longitudinal match using the M55  system.  We used a new 3 sextupole solution for the first arc.  This allows us to improve the phase space of the ghost pulses and reduce losses at the wiggler while still allowing good dispersion correction and bunching.  We then worked on improving the match using a new injector setup found last week.  This produced strong but intermittent lasing.  The intermittent lasing was caused by mirror  vibrations in the 1.6 micron HR.  To verify that this was the case we moved to the 1.06 micron mirror set and lased quite strongly.  The mirror heater was not working so we had to use a very large Rayleigh  range but we still got 700 W/mA and obtained more than 800 W at 1.06  microns.  We saw pressure rises after the injector cryounit, indicating that the beam in that region was too large. 
   Monday evening we fixed the mirror vibration problem and the de-lamination problem on the GW magnet.  With these problems out of the way we changed the phase in the first injector cryounit cavity to reduce the size of the beam after the cryounit and rematched to the backleg.  The longitudinal phase space was even better with this setup.  This produced quite strong lasing and we lased at 1.6 micron at up to 3.1 kW as shown in the attached figure.  We were above 

2.5  kW for 20 minutes and the laser was very stable.  Most of the variations in the power in the figure were due to attempts at optimization.  The efficiency was 1.3 kW/mA both at 4.678 MHz and 18.7125 MHz.  There was no evidence of mirror heating in the lasing behavior.  We then tried operation at 37.425 MHz and were stopped by BLM hits near the dump.  Since the longitudinal aperture seemed large and the trips did not depend on whether or not we were lasing we decided that the trips were due to a poor transverse match.  We decided to do a careful quantitative match using a quad scan measurement to find the Twiss parameters at a couple of places in the machine. 
   On Wednesday we came up and found that the first arc power supply had died.  The HPEE crew worked all day and into the evening to repair the supply.  We could still run to the straight ahead dump and do a careful emittance measurement before the arc.  Using this measurement  we were able to get a better match to the linac and project, but not test, a match to the backleg.  We also worked on the injector phasing script and made some progress in debugging it. 
   On Thursday we finally got the first arc power supply fixed and did more work with the injector phasing script.  In the afternoon we had a lab-wide safety stand down and cleaned up some safety issues in the facility.  We also took data to diagnose an intermittent jump in the  energy we were seeing on Tuesday and Wednesday. 
   We are working on careful matching of the beam around the machine today.  So far the match to the backleg looks excellent.  We hope to be able to push the current up with this setup and get the power up  to the 6 kW within the next few operational days.
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WBS 4 (Injector):

We are making good progress in testing the injector phasing script but still need a few more hours of beam time that we will accommodate during swing shifts next week. The IR Demo gun chamber has been removed from its stand and mounted inside the induction coil as the first step in setting up the NEG coating system. We also received from ODU the analysis on the first GaAs sample coated with 0.5 microns thick aluminum oxide coating. We are exploring this technique as an alternative to chemical anodization. Anodization is used to reduce beam halo my decreasing the active area on the cathode.  Unfortunately, the deposition and surface quality of the sample were not ideal and the coating presented de-lamination in some sections. Another sample has been delivered to ODU for another deposition test with better conditions.

WBS 6 (RF):

The LMR200 - 70 MHz MO distribution cables within the racks were replaced with phase stable ¼ inch heliax cables.  These cables were also tied down so that there is a lesser potential for phase shifts due to individuals moving the cables.   Bench measurements of the LMR200 indicated +/-1 degree phase shifts when the cable was slightly flexed and returned to the original configuration. 

We continued to investigate the anomalous shifts in machine.  With the manning of MCC 24/7 we can now leave the machine in RF on overnight.  We did so on Thursday night and recorded the RF signals throughout the evening.  The data indicates that for cavity 2-6 the forward power shifted between two levels about 7% apart and back three times during the shift.  Cavities 3-5 and 3-6 shifted by 4% and 13% respectively.  The gradient is supposed to be proportional to the square root of the forward power.  I placed a power meter on the monitor port on cavity 2-6.  I am waiting for a shift so that I can localize the fault to cabling or the LLRF system. 

We began testing the Rexolite gas barriers which will be used for the waveguide helium buffer in zone 3.  Although they were specified to 13 kW they thermally ran away at that power level.  Testing was halted when the window got to 150 C.  The 13 kW specification was based on the 

12 GeV klystron requirements.  Fortunately the FEL as well as the other upgrade cryomodules will make use of 8 kW klystrons.  One of the windows was tested at 10 kW, full reflection.  The maximum window temperature at this power level was approximately 110 C.  We will continue to work with the vendor to improve the design of the gas barrier.  In parallel we are setting the system up to test the RF “breakdown” strength of helium as well as admixtures of air and helium.

All systems operational.  No failures this reporting period.

WBS 8 (Instrumentation):

   Early design requirements for cost projections are being drafted for the timing distribution system we have planned for this year. The generalized goal of this system will be to make many of the key signals available in all the common controls locations and user labs. Key signals include: Beam Sync, Beam Envelope, the DLPC Pre-Trigger, Beam Current and a 10MHz PLL ref.
   The first background scans have been done using the new rapid-scan FT-IR in Lab 3. The scans were made from a simple black-body source and give good confirmation that the electrical work that was done to interface the device in a vacuum vessel has been done correctly. However, there is a lag in the performance that we attribute to a process in the software that is looking for other hardware that has not been used in this bench. This does not restrict using the FT-IR but it is a nuisance. We are planning to contact the manufacturers to see how we can eliminate this issue.

    Progress on the Beam Viewer controls upgrade was ongoing this week.  The crate dimensions have been determined to be a standard 3U crate so standard parts can be used instead of machined.  Currently the control card for the Beam Viewer is being documented along with the backplane for the crate.  The processor card pin out has been defined and some of the finer details are still being worked out.  Currently the control card will have 4-Channels of Beam Viewer control per card and the crate will have the capabilities of controlling 48 channels all together.  The processor card that we will be using for this crate will be a versatile card that can be implemented into other applications without having to be redesigned.

    In an effort to be completely ready for when the next generation sextupole magnets are ready some tests were performed on the Polarity Reversing Switch with the actual power supply and control crate.  A problem was found early in the testing with the switch wiring design, that was causing component failures at currents higher than 30 amps.  Once this problem was identified the wiring has been corrected and tested on the bench successfully.  This still needs to be tested with the power supply and control chassis to verify it will work at the upper limits of the design, but no signs of failure on the test bench.

    To get several more embedded BPM electronics ready for calibration and installation some modifications were made to several boards.  The incoming power has been rerouted through several diodes to dissipate some of the voltage before the voltage is down converter to +5, -5, and +3.3 volts.  This modification keeps the thermal dissipation for the voltage regulators much more manageable and less likely to cause a failure.  Other modifications to the electronics have been the swapping of component values to increase the sensitivity of the calibration setpoints.  This will improve the calibration for the electronics as well as the longevity of the calibration.  Based on last weeks data for bunch charge dependencies it was found that the percent error improved from 20% to 3% with bunch charge variations.  This 3% will likely be reduced further with the increased sensitivity of the calibration set points.

   After some machine time this week the injector script's calibration routine is being investigated.  The script is being altered to log all information about the calibration process in order to form a relationship between the calibration data and the behavior of the script.  A secondary calibration procedure is also being designed as a fall back.  Also discovered during these test runs the RF Zone 2 drifts and gives a kick to the beam creating a poor orbit downstream.

   We are working with Al Grippo and several others on the design options for the new Varian ion pump power supply control system.  These supplies and the MKS cold cathode supplies are interfaced with RS485. Although these are identical to those used at the Spallation Neutron Source at ORNL our implementation of EPICS is incompatible with their drives. The main focus of our effort is to make the system portable, extensible, and cost-effective.

   The cables for the EOL proportional valve flow meter have been terminated in the control room. The ends in lab 6 will be terminated once the hardware is in lab 6 and we know where the cables go. Cables were also run for the UV wiggler interface as well as to the LPSS computer in the racks in the control room. More camera mount rings machined for centering of the beam viewer camera lens. Cleaned all of the parts and chamber for the optics group optical BPM. A new mounting plate for the multislit high resolution camera was designed and is being machined. Modifications to power supplies for the GC control chassis in the 2F region are nearing completion. Additional +/- 15 V PS have been ordered and awaiting delivery for the chassis's upgrade. The new GC magnet Control modules have been populated so testing can begin next week. The last 2 viewer assemblies on the back leg (ITV4F09 and 4F12) have had the mounting plate and ring measured to correct the alignment of the viewer camera. Once the parts have been machined we can install them onto the assemblies during out next scheduled maintenance down. The Optics I&C requirements document has been reviewed and updated. This interactive document is viewable online from a link on the main menu page at: http://laser.jlab.org.

WBS 9 (Beam Transport):




UV Line

•
No change in status

IR Machine Re-commissioning and Operations

•
We worked on a temporary fix for the delaminating Purcell Gap shim on the bottom pole tip of the first GW dipole in the Optical Chicane.  We placed a 1/4 thick aluminum plate against the shim over the whole pole tip.  We forced this plate against the shim by pressing the box beam like beam chamber against the plate.  At the sides, in the zones where there is no chamber, we inserted wooden wedge sets.  Dave Douglas sees indications in beam behavior that may indicate the problem is fixed. 

•
We looked at the gaps between pole tips and beam chamber on the remaining 3 GW dipoles of the Optical Chicane with the camera set used last week.  We observed no closing gaps with magnet excitation.  It appears than these magnets remain well laminated.  

•
Kirk Davis, of the SRF Institute, attempted to get a vibration signature of three GW magnets in the Optical Chicane so that he may be able to discriminate magnets with delaminated pole tips.  The data was inconclusive.  All three magnets (including the first with the de-lamination) had different signatures.  

•
Mike Marcolini, our NASA liaison, recruited three folks from the Advanced Measurement and Diagnostics Branch to take a look at our GWs and see if they could suggest any diagnostics that could pick up a delaminating pole tip.  They viewed the problematic magnets early on Friday, before operations started.  There first observation is that finding a delaminated magnet is a challenging task.  One suggestion they came up with is that a vibration signature may be different on a delaminated magnet that is actually being powered.  I will bring this up with Kirk Davis to see if we could obtain such a reading by activating his calibrated hammer remotely, with no one in the vault. 

•
Tom Powers, Richard Walker and I worked on design of the system that will maintain a helium atmosphere in the portions of wave guides ending at the cryomodule RF windows of the upgraded cryomodule.  

WBS 11 (Optics): 

FEL mirrors
As discussed in this week's Operations section, we achieved record levels of output at 1.6 microns, and there was no evidence of deleterious levels of absorption in the mirrors.  Lasing behavior of the installed 1 micron mirror set also looks very good, although we haven't achieved very high power yet in order to look further at losses.  Metrology on the other samples and new mirror substrates continues.

Other Activities

As mentioned in the Operations section, on Monday evening we adjusted the water chiller pump speed to move out of a resonance that was causing some mirror vibration.  Tuesday, we had great performance.  Analysis of the water temperatures during lasing showed that the flow through the cooling loop was reversed from what it should have been, but fixing this Thursday saw the return of the vibration.  So, we tried to configure the system exactly as we had it on Tuesday.  It turns out it's not quite the same, and we have a different mode of vibration.  We'll do some maintenance on the pump at the first opportunity to fix this.  Tim Siggins did a masterful job at finding the likely source of the contamination in the optical beam position monitor (OBPM) and rectifying it.  We are reassembling the unit and will begin more tests.  In the meantime, we have configured the end of line (EOL) as it was for the IR Demo.  Steve Benson has certified it’s OK and we can now run into User Lab 1.  Following the safety meetings we held our own meeting and identified a couple of areas that we could change to mitigate the risk for slight injuries.  The PLL for the EO sampling (pump-probe) experiment has not worked as well on the test bench as we'd hoped.  So a careful redesign is underway.  Work on the cryocooling of one of the outcoupler mirrors continues, both within the Cryo group, and on our own additions/ modifications to the OC internals.  We held a meeting with Prof. K. McFarlane on detectors for the proposed Hampton Univ. experiment.  We also held a meeting and gave a facility tour to 

J. Schneider and H.J. O'Neill (Argonne Nat'l Lab) and discussed how their very modest requirement for 250 nm photons could be met. 

Terahertz:

This week, after the fix to the GW magnet, we observed bright steady synchrotron light on our first diamond window (F1).  The location was 10mm from the alignment laser and we positioned it to the center of the window by tilting M1.  The purchase order was issued for the new vacuum chamber for the region above F1 by our colleagues at Advanced Energy Systems.
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