MEMORANDUM 

To:

Distribution 

From:

F. Dylla

Subject:
FEL Upgrade Project Weekly Brief  - February 6-10, 2006

Date:

February 10, 2006

Highlights:

This week we continued to work on improving our understanding of the electron beam transport so that we can optimize the FEL driver accelerator for high current operation.  Our step-by-step improvement in electron beam diagnostics is giving us a more quantitative understanding of beam operations.  Details of our results from the past week are given in the “Operations” report below.

 Highlights of our progress this week include:

  - improvements in the beam viewer systems in the vicinity of the wiggler allowed us to measure electron beam emittances of 8 by 6mm-mrad. These values exceed our IR Upgrade specifications by a factor of two and in-fact meet the more demanding values needed for the up-coming UV FEL.

- 
comparisons of electron beam bunch length measurements (which are shorter than 200 fs in our present set-ups) are in quantitative agreement using two systems: our THz spectrometer and the “Happek” FIR interferometer.

- 
we achieved our first quantitative measurements of total THz power transported into the THz end station in User Lab 3; this measurement is in reasonable agreement with calculations.

Meeting Notice:

The Second Announcement for the upcoming Jefferson Lab FEL User’s Meeting on March 8-9 was posted this week which includes the preliminary agenda, registration and local arrangement information. We encourage all interested in the use and application of the FEL to attend this annual meeting.  The web link for the meeting is: http://conferences.jlab.org/FELusers-LPC/index.html
Management:

We prepared the project financial reports for the month of January for review and distribution to our program offices next week.

Preparations began for next week’s meeting of our Maritime Technical Advisory Committee (MTAC) meeting on Feb. 15-16.  

George Neil attended the semiannual review this week of DOE’s LCLS project at SLAC at the request of DOE.

Operations:

 Work continued this week on quantitative setup of the electron beam and on working to increase the maximum current we can run.  After some problems with the 4F viewers were fixed we were able to get good emittance measurements in both the 3F and 4F regions.  These showed that the emittance was quite good, with horizontal and vertical emittances of  8 and 6 mm-mrad respectively.  The match was initially not very good but could be cleaned up using the model.  We tried running the new match at high current and were stopped by losses at several points in the machine.  The losses are not dependent on whether or not we are lasing and do not seem to have any correlation with the core beam.  There seems to be weak tails on the beam that are mismatched to the lattice.  They develop large amplitudes and do not make it to the dump.  They only have a tiny fraction of the current but are enough to trip beam loss monitors and raise the vacuum.  We have to make them small in the wiggler and in the linac during recovery.  This has proven hard to do. 

Off shift operations were devoted to injector script development, which is now wrapping up, and frequency resolved optical gating (FROG) measurements as well as THz experiments.  We used part of this time to compare the spectra from the THz beamline with the spectra derived from the Happek scans (see description below.)

Finally we worked on optimizing the RF system to minimize drifts and improve the response to beam transients.  Good progress was made in this regard this week.

Bunch length measurements:

1. Under assumption that the longitudinal profile of the bunch is a Gaussian one, the power spectrum of the beam is also a Gaussian function. We use nonlinear least square fit (NLSF) to fit the Gaussian power spectrum modified by a low frequency cut-off filter function to the measured spectra. Result of such a fit is the sigma (t of the longitudinal bunch profile. First we have applied this technique to the spectra measured by the Michelson interferometer installed in the User Lab 3.  The interferometer measures the spectrum of coherent synchrotron light. Several measurements we did with beam this and previous week shows (t to be in a range 120 fs through 180 fs. The software, which we use to monitor the THz spectrum measured by the Michelson interferometer was modified so that we can use the fit procedure while running beam, i.e., on-line.
2. We have applied the same technique to analyze the “Happek device” data. First complex FFT is used to calculate the power spectrum of the coherent transition radiation (CTR) from the autocorrelation function measured by the “Happek device”. Then the fit function is applied to the calculated spectrum. For the “Happek device” scans made this week we are getting (t in the order of 120 fs. It is worth mentioning that when we use the above described approach the (t measured by the “Happek device” and by the Michelson interferometer are different only by 15-20 %.

3.
The “Happek device” can be used only in the pulsed beam mode. Right now the Michelson interferometer can be used only in the CW mode. We have investigated the possibility to use the Michelson interferometer in the pulsed beam mode. We think it will be possible. We need to prepare some new software and make more tests with beam to make the Michelson interferometer operational in the pulsed mode.

WBS 4 (Injector):

The DC photocathode gun delivered 30 C and over 37 hours of pulse and CW beam time for FEL ops this week. The injector script work also continued during the week in two swing shifts. The script now is almost complete as it sets a temporary orbit, phases cavity 3, then cavity 4, checks and re-adjusts cavity 3. The original script code written for the IR Demo has been modified and better structured by Wes Moore from the FEL I&C group. There is more time needed for the quad centering section and some final touches. 

Work in the NEG sputtering system continued gathering necessary components for the system and ordering the Titanium, Vanadium and Zirconium wires. We received from ODU a GaAs sample partially coated by e-beam evaporation with aluminum oxide as an alternative to wet chemical anodization. A non-contact mask was used to coat half of the sample for this test. EDS shows no signs of aluminum oxide on the masked side. The sample will be mounted in the Source Group cathode activation chamber next week for testing the integrity of the coating during a cathode heat clean cycle at 550C for 3 hours.

WBS 8 (Instrumentation):

   Much progress has been made this week with the Embedded BPMs.  We've taken advantage of the early AM shifts before beam OPS begins to collect data on the electronics.  The major concern that we wanted to examine is how the electronics respond to the different Micro-Pulse frequencies of the FEL.  We are mostly concerned with the lower Micro-Pulse frequencies rather than higher because the RF detectors are fast enough to respond to the individual bunches at frequencies below 2.34 MHz.  At the higher frequencies the detectors produce DC levels where the ADC timing isn't as crucial.  At first look at the captured data the electronics seem to be invariant at different Micro-Pulse frequencies.  By using this data we can properly synchronize the ADC clock so that we look at the peaks of each bunch at the lower frequencies.  To gain confidence with the electronics and to provide OPS with more diagnostics we've installed three more sets of electronics on pre-existing BPM Cans.  These three were IPM3F10, IPM4F09, and IPM5F10.  The necessary hardware to get these into the system was all completed and they are running very well.  The software for the electronics has been modified to include the Relative Positions Zero functionality as well as a flag to blank the screens when beam isn't present in the BPM Can.  We've also constructed a new screen for OPS that includes the existing 4-Ch and SEE BPMs with the six new Embedded BPMs.  In an effort to improve the next revision of the boards we are currently designing a digital section to include an FPGA for fast sampling and averaging.  The fundamental design for this configuration is complete and the code development is in progress. 
    The design and prototyping of a cooling plate for the Sextupole Reversing Switch has been completed.  The switch is assembled and ready for testing with the actual power supply and load.  The water lines for the switch are in the process of being manufactured and installed on the test stand.  This has been successfully bench tested at 30 Volts, 30 Amps.  Currently we are progressing with the General Purpose I/O card design as time permits.  Some of the finer details such as which resolution and speed of Analog I/O are needed.  The digital specifications have been established, the board layout for this project will begin next week.

    This week the injector phasing script went through a bit of a reorganization. The things learned from last week's run were incorporated and the communications to the user were changed to reflect the same terminology used in the written procedure. Also two swing shifts were devoted to the continued commissioning of the script. Four (4) of the five (5) sections of the injector phasing are now successfully tested. We learned that tenths of a mm fluctuations in the BPM readings can cause an increase in the iterations the script performs, but still produce consistent results. Some things to combat this will be tested next week. In summary, establishing the temporary orbit, phasing cavity 3, phasing cavity 4, and rechecking cavity 3 are all complete. Next will be quad centering. Following the completion of the injector script work the Quad centering routines will be expanded to work with all of the quads in the entire machine.
    We have documented the set-up procedure for the HP-Agilent Arbitrary Waveform Generator 33250A such that we are using in the drive laser clean room to provide the vernier mode variable pulse widths. We have also developed the EPICS driver for this device and integrated it into the Drive Laser Pulse control screens (to be implemented over the week-end after the next reboot).  We have been working to get the ADC (VMIC-3122) in iocfel8 working properly, this will result in allowing the True-RMS signals from the AMS to be monitored in EPICS.
    Tools have been developed to import the BURT/AllSave data in a much more automated way than we have done in the past. All of the ALLSave Data from 2005 and 2006 (to date) has been imported. Current efforts are underway to make tools that will allow remote users (via the web) to generate graphs of these value trends on demand.
    The RF Master Oscillator cables in the injector have been better protected from the HVAC vents in the building. In one case the vent blew directly on exposed MO cables. We continue to look for obvious, complicated as well as simple solutions to pesky diurnal drifts in the accelerator performance.
    With the help of Carl Zorn (Physics Div.) preparations are underway for this weekend to install 2 liquid scintillator radiation detectors in the 2F region (2F00, 1G00).  The goal is to sample the particle showers in this region to hopefully identify the origin of the beam loss. Both detectors have been calibrated, signal and HV cables will be prepped today. Connections, mounting of the detectors and a check out will be performed during the maintenance period this weekend.
    A portable stepper motor test box is also under construction; it will make use of a portable driver operated off of 12V, and will have forward and reverse directions and adjustable speed, as well as a dual pulse mode: single pulse, and automatic pulsing. Continued support for setting up the NEG coating system for the new gun chamber. We worked on manufacturing run/test boxes for the JAI cameras. A sample wafer was coated in preparation for doing KOH etching test on the OTR viewer material. We also worked with a student discussing ideas for motorizing aperture adjustments on camera. Preventive maintenance was performed on the CAMAC and VME crates this week. Organization of the I&C trailer continued. Concept work continues to motorize the beam viewer camera lens. The Happek lens cover prototype is complete, and ready to be fitted. Once fitted, the final dimensions and CAD drawing will be used for production. A procedure for installing cable in the FEL was written so that all workers who must do so will know how to do it safely. A Task Hazard Analysis was also written for re-filling the Spectrometer Detector in the OCR.


WBS 9 (Beam Transport):



UV Line

•
No change in status

IR Machine Re-commissioning and Operations

•
I set up a look at the aisle side of the gap between pole tip and beam chamber on the second GW dipole of the Debunching Chicane using a TV camera.  We observed no closing gaps with magnet excitation.  I will advance the camera to inside gap over the week end.

•
Scott Higgins corrected the problem of the GF correctors not being set at their correct values during a BURT Restore of an arc’s dipoles by having the BERT Restore program put the GF values in before it puts in the string value in.

•
I worked on solutions to some of the safety items I identified as part of the stand down as well as a safety analysis of the procedure for installing the camera to view the gaps in the Debunching Chicane.

This is the Octupole at 3F02 I cobbled together using the coils and poles from fallow CEBAF Sextupoles (orange).  The pieces for the outside core were cut from surplus BC Corrector cores (still blue on the inside).
[image: image1.jpg]



WBS 11 (Optics): 

FEL mirrors
This week's operations were devoted to optimizing the FEL accelerator, and there were only very brief cw runs.  With the power at ~ 1kW for a short period of time, there was no information that could be gleaned on the mirror performance.  We did get an extended (~2.5 hrs) period of operation at or above 1 kW while staff worked on optical pulse-shape and THz measurements.  We saw some sign of hardware heating, especially on the HR assembly, but no showstoppers to running 10 kW.  We are dealing with a failing pump for the optical cavity causing some jitter.  It will be replaced on Saturday with a spare.  Metrology on a sufficient number of silicon spares is complete (they handily exceed spec), and we will move on to the sapphire substrates.

Other Activities
Operation for +2 hrs to the optical control room diagnostic dump at high average power allowed us to check for pressure rises, indicating excessive amounts of scattered light, and overall drifts.  There were no pressure rises.  Drifts seemed to be due more to the heating in the HR assembly than the collimator or any of the other components.  This will be checked when we do another integrated system test with beam into User Lab 1 and the end-of-line (EOL) next week.  With the plan to run beam through the optical transport system comes the need to protect ourselves from accidents that could cause an uncontrolled letup to air of critical optical and accelerator components.  This is to be mitigated with a fast vacuum valve.  We optically checked it's closure speed and got good agreement (~12 ms vs a spec of 15 ms).  We will install it next Friday (2/17) evening.  We received the high power laser windows, and documentation from the vendor showing they meet specifications.  We will check this before we use them.  These windows are made of fused silica, which is more robust than the calcium fluoride windows we've used for many years.  The prototype optical beam position monitor (OBPM) was reassembled, leak-checked, and checked for contamination.  No contamination was detected.  We have a small "air signature", as measured on the RGA, that we need to track down.  We wonder if we have a virtual leak we didn't catch in the design.  Testing begins in a couple of weeks, after the blades are gold-coated.  The drive laser suffered a lamp failure on Monday that was resolved in two hours.  The failure mode of the lamp suggests a change in the fabrication of the lamps and the vendor will be contacted to see if this might be limited to one batch or a problem we'll see more often.  The near-term solution is to change lamps every 200 hours, as we used to do.  A summary of the work and issues found with the advanced drive laser (ADL) was prepared as a presentation for next week to discuss future work to integrate it with the accelerator and/or Injector Test Stand. We are assisting in optical diagnostics for the injector.  As part of the effort to measure the bunch length from injector, we tried to image the OTR beam from a calibrated camera. No beam was seen, just light from scattered radiation, leading us to doubt the signal we got earlier from a photodiode.  The feasibility of using a Cerenkov radiator scheme continues to be explored.  The redesign of the User Lab optical interface, which connects safety shutters to our output window assemblies, is making rapid progress.  Progress was also made on the cryocooled outcoupler.  A concern was how to make the connection between the Cryo group transfer lines and our internal lines.  A plan was worked out that involves putting the ion pump on a cross, with the connections made at the intersection of the cross.  Calculations show the extra 8" of 6" dia tube will drop the pumping speed by only 20%, which looks acceptable.

Terahertz:

Power measurements on the THz beamline indicated 2 Watts average power during CW operation with 1 mA of current and a 9.36 micropulse rep. rate.  This agreed to within a factor of ~ 2 with the calculation of the expected THz power.  Also, further spectrum measurements were taken as the micropulse rep. rate and charge/bunch were varied.  The results agreed well with changes to the rep. rate, but not with the charge/bunch variations.  Further study will be necessary to understand this. Finally, these spectrum measurements have only been possible for CW FEL operation, but efforts were begun this week that will enable spectral measurements to be made in both CW and pulsed operation.  This will further improve diagnostics of the bunch length for all modes of FEL operation.
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