MEMORANDUM 

To:

Distribution 

From:

F. Dylla/grn

Subject:
FEL Upgrade Project Weekly Brief  - February 27-March 3, 2006

Date:

March 3, 2006

Highlights:

   We continued our push to high power by increasing the average current to 6.5 mA. We operated for long periods of time above 5 mA to condition the system.  So far lasing during these levels of average current has not yielded the full power expected.  We are investigating what causes the FEL efficiency to drop.  We have thus far eliminated mirror absorption, energy shifts, and bunch length changes as possible culprits and will continue our studies next week.
   While this work was going on we incidentally achieved 1700 W output at 1 micron, a new record for that wavelength.  We also regularly delivered pulse widths around 300 fs FWHM with the shortest being 263 fs FWHM.  This produced copious THz in our lab and we characterized the noise spectrum of our source to compare with synchrotrons.  Analysis of those measurements is on-going.  We also spent two evenings successfully producing carbon nanotubes for NASA with the new setup in Lab 1.

Last Chance to Register for FEL User Mtg!

   If you want to be guaranteed a briefing book, a hot cup of coffee and a name tag with your name spelled correct, please register before 12noon on Tuesday!  Registration can be paid at the door!

   The preliminary agenda, a web registration form and local arrangement information are given on the following website:  http://conferences.jlab.org/FELusers-LPC/index.html.

Management:

    Fred and George attended the FEL TAWG meeting in San Diego and presented a status report on our work as well as our view of the activities that JTO needs to be supporting.   There was remarkable agreement among the various lab groups on the key areas for investigation although each lab had a slightly different emphasis among the topics.  The next TAWG will meet at the end of May at LANL.
   We provided quad charts to the JTO on our two new projects, Short Rayleigh Range FEL Operation and the Controllable Radius of Curvature Outcoupler.  We look forward to receiving the money so we can start those efforts.

   We continued preparations for our Laser Processing consortium meeting.

Operations:

   This week was dedicated to three things.  We wanted to get the optical transport system commissioned to allow user operations in User Lab 1.  We wanted to push the current as high as possible.  We wanted to figure out why the efficiency drops with increasing  current.   We made some progress on all of these.  We also had a re- occurrence of the "bad lasing" state of the machine and took some data on what was going on with it. 
    On Friday we had demonstrated that we could run 5 mA CW at full charge for an extended length of time.  We re-established this on Monday morning and found that we could reduce problems with the  injector RF by changing the detuning offset point for the second  cryounit cavity.  We then tried to establish lasing at 5 mA.  The efficiency was initially low due to the low charge and then dropped  to no lasing at all.  We switched back to 4 MHz lasing and found that  the "bad lasing" state had returned.  This is characterized by a cross shaped coherent harmonic patter on the OC and low efficiency but an excellent Happek interferometer signal.  We decided to take as much data on this state as possible while it persisted.  We took beam profile images, THz spectra, and RF spectra of the signal from a BPM wire.  One smoking gun was that the BPM signal for the bad lasing state showed more noise at high frequency (see attached figure).  The images did not look very bad.  Another hint is that the THz spectra indicates long pulses when the Happek indicates very short pulses.   Finally, we ran a couple hundred watts to User Lab 1 to commission the optical transport to that lab.  Except for some out-gassing in a dump this went pretty smoothly. 
  On Tuesday, using the cavity detuning offsets in the unit to minimize waveguide vacuums,  we pushed the current up to 6.5 mA for an extended period.  We briefly tried to run the laser here but got very poor efficiency.  We then optimized the laser and demonstrated delivery of 1 kW beam to the optical control room. 
   Wednesday was slowed by problems with a cavity in zone 3.  It started boiling helium.  We had to turn it down.  We think now that the problem was a change in the gradient calibration for this cavity.  We were able to set up good quality laser light at 1.6 microns to User Lab 1 and take some data on nanotube production.   Simultaneously the THz group took some data on THz noise. 
   On Thursday we decided to change gears and move to the 1 micron mirror set to see if we could get some data from that mirror set to determine the cause of the lost efficiency at high current.  There was some confusion about which mirror was in the cavity but measurements eventually reminded us that the 1 micron mirror currently in the output coupler can is the tantala mirror and not the hafnia one.  We optimized it anyway.  We did not find that the accelerator went into the bad lasing state with these mirrors.  While not definitive this is suggestive.  Last summer we were able to get up to 1100 W with this mirror set.  Now we could get up to 

1400 W repeatedly and got up to 1700 W on one occasion (note that this is over 50 kW of circulating laser power in the cavity).  The performance was strongly limited by mirror heating however so we could not see any degradation that we due to electron beam effects.   We then switched back to the 1.6 micron laser and ran for nanotubes and THz. 
  We came up with a series of tests to carry out on the beam vs.  current that should allow us to pin down why the laser efficiency is  degrading with increasing current.  We will be carrying these out over the next couple of weeks.
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WBS 4 (Injector):

This week the DC photocathode gun delivered over 21 hours and 192 C of CW beam and 

27 hours and 15 C of pulse beam. The gun also delivered up to 6.5 mA of CW beam without any vacuum rise downstream of the gun. On Wednesday Marcy Stutzman from the Source group helped us in activating a GaAs wafer into a photocathode. This wafer was partially coated with aluminum oxide by ODU. The idea behind the experiment is to see if the coating can replace the wet chemical anodization used to minimize halo from the cathode. The test showed that the aluminum oxide coating reached underneath the mask, severely reducing the ability to get any QE. On the other hand, this also shows that the coating can survive the cathode heat clean cycle, even if is around 100 nm thick. We will do one more activation to confirm this result, but we need to redesign the mask for coating the wafer. Also, Chris Gould from the Optics group measured the profile of the coating with non-contact profilometry. His results show that the coating on the edge of the masked area has a series of rings of various depths, rather than a smooth 'step-like' transition. W&M's Amy Wilkerson is also performing ellipsometry to confirm Chris' results and to measure the coating thickness. We continued to make progress assembling the chamber and NEG sputtering system and continued supporting the drive laser RF cable insulation system.

WBS 8 (Instrumentation):

  We continued this week investigating the loss of FEL efficiency at high PRFs by taking measurements of the FEL Beam via various BPM Cans and BCM Cavities.  The spectrum that we see in the 5F region appears to be consistent with the spectrum that is seen all they way back to the injector.  This data is being more closely examined but this might aid us identifying a source of noise within the machine.  We've also looked at the spectrum of the drive laser related to the other regions of the machine and we see consistent spectrum signature.  This spectrum shows side bands at + 400 kHz, 500 kHz, 800 kHz, 900 kHz, and 1 MHz of the center frequency 1497 MHz.  The source of these sidebands is being examined.  We are staging the installation of some more cables to examine different regions of the machine at the same time as these other locations.
    The development and learning of PCAD continued this week.  The complete program has been installed on two of networked PCs so that all team members will have access to the JLAB/EECAD networked resources.  The schematic for the Beam Viewer Crate backplane has been completed.  The layout of this board still needs to occur, this will involve some training time in order to do the job right.  Along with the backplane the Control Card schematic has been completed.  This card can double as a 4-Ch Beam-Viewer controller or and 8-Ch generic valve controller.  The schematic for the General Purpose Processor Card also began this week.  This card will require more time sense some design changes are being examined to modulize the card.  The overall functionality of the card is completely defined along with the standardized pinout.  In order to move forward with the Sextupole Power Supply project we have fabricated four new 6kW Reversing Switches.  These switches will be tested with the power supplies and then the transition from our existing power supplies to the newer design will begin.  We also continue to make progress on the GC Power supplies.  The new drawing F0286D01 for the GC chassis has been signed off on from an ECO.  Several fans have been added to a chassis cover to maintain stable temperature during operations.  Parts have been ordered so the fabrication of the GC power supply boards and the Sextupole Reversing switches can continue.  We continue to populate the GC control boards as these parts arrive.

   A custom delay generator has been built to supply the vernier pulse for the Drive Laser Pulse Controller (DLPC). This allows for a smooth transition from turn-on to full current at 75MHz PRF. The existing system works by reducing the charge-per-bunch then doubling the PRF to go from 5 milliamps to 10 milliamps. This causes losses because the machine want to operate with full charge in each of the bunches. We are looking forward to seeing it used in FEL

operations.

   The 1 minute chron-process that sends FEL status information to the devlore system has been updated to include the results of the generic signal analyzer tools. This ensures that the values of data being sent once a minute truly reflects what has transpired within that minute. Another aspect of this work was to mux data from the three FEL power meters into 1 EPICS variable to look at.

   Machine protection system and Laser safety system EPICS readbacks were added to the list of data that is sent to devlore on a once a minute basis.  The list is being interfaced so that making updates will be quick and easy along with restarting the process so that the new changes are verified take effect.  Due to the increased use of LabView applications in data acquisition systems, we are developing a solution to allow operators to use these applications on our HP-UX workstations.  HP-UX does not support these applications.  We can run the applications remotely but the lag is unacceptable.  So some tests will be performed next week to evaluate the requirements to run the applications with no lag in their functionality.

   Parts have been trickling in to begin the fabrication the 12 SLM Attenuator modules for the 3F and 4F regions.  The anodized boxes are being completed by the machine shop and the air cylinders were received from the Bimbo.  Additional parts and cable have been ordered to bring  our this week to partially fill our empty shelves and parts drawers. Wiring schematic for the LPSS PLC  for  Lab 4 has been updated and with the delivery of the raceway early next week, installation and implementation can (finally) begin. The PLC logic has been about 75% converted and tested successfully on the test bench. New video inputs were commissioned to the video switcher system to provide for proper monitoring of the Optical Transport System (OTS). Also, the spiricon PC's SVGA converter failed and was serviced.

    The documentation and design for the Halo monitoring apparatus has been started.  The drawings for the halo monitoring fork have been given to the machine shop for prototyping.  The drawings for the happek lens cover were finalized and also given to the machine shop for them to manufacture.  We began testing two 32 Channel A/V Crosspoint Chassis for future installation and functioning spares.  The power supplies for the new area cams have been completed and tested good.  Two cameras and a monitor were installed in lab 1 to support user operations.  Organization of the trailer continues, as more stuff comes in more stuff gets sorted/placed in the transportainer.

WBS 9 (Beam Transport):



UV Line

•
No change in status
IR Machine Re-commissioning and Operations

•
The shop continues working on the parts to make a second Octupole to remove beam halo.

• 
I worked on new halo monitoring viewer unit for Kevin Jordan that will be able to characterize the halo in beam in the 5F return region.

WBS 11 (Optics): 

FEL mirrors
From a system standpoint, we are interested in determining the cause for the lasing efficiency drop (in kW/mA) as a function of rep rate, as well as the cause for the mode-hopping, which can be either good or bad for the lasing efficiency.  To investigate the mode-hopping, we switched to the 1.06 um mirrors.  There we saw the mode-hopping of the diffraction-ring pattern (high efficiency), but never the cross pattern (low efficiency).  Gain and loss were measured, and we realized that we had the 3.3% outcoupler still installed.  This has tantala/silica dielectrics, so as the rep rate was increased we saw the lasing efficiency drop, but it was due to a clear sign of mirror heating.  At 1.6 um, the mirrors do not show signs of this heating.  So, a smoking gun to the cause of the loss in efficiency with rep rate still eludes us.  We had a meeting about experiments we could do to test for e beam motion, both longitudinal and transverse.  A few involve the Optics Group's participation, and we are getting those experiments set up.  To date we haven't determined the cause of the mode-hopping.  That will be explored further in the weeks ahead.  With the arrival of the balance of our order for new substrates, we are slowly putting them through QA.  

Other Activities
Over the weekend we completed the pumpdown of the optical transport system (OTS).  At the first opportunity we tested the OTS with the newly-installed, deformable collimator mirror.  We found that we could in fact collimate, and easily overfocus the beam with our new mirror, giving us ample control margin of the mode size in the user labs.  Operation with a few hundred watts into User Lab 1 showed a nice, slightly elliptical beam, with just a hint of vertical motion.  This was quite impressive, given the fact that with our short Rayleigh range, the sensitivity of the optical cavity to mirror steering is higher than it has ever been.  Wednesday we delivered higher power beam (~ 1 kW) into User Lab 1, and had the opportunity to watch the long term performance while delivering beam to the nanotube experiment.  What we observed was the previously discussed beam steering by the optical cavity.  We could measure the loss of pickoff power in the optical control room (OCR), which is very sensitive to beam position, with no loss of total power.  If we corrected for the position of the cavity optical mode with the cavity mirrors, we could always correct the steering into the OCR.  What we need to do now is better track where that position is, and perform more system checks.  As for other tasks, we completed our postmortem of the collimator mirror we'd removed and determined it had debonded from the copper face of the assembly along the periphery inward a distance of about 1".  This is consistent with the higher stress we encounter with the larger diameter mirrors.  We believe we can fix this with more aggressive preparation of the copper surface.  We installed some new diagnostics into the OCR that would assist operations.  By changing the flat mirror that routes the diagnostic beam into the spectrograph to a window, we lowered the excessively high power to the spectrograph as well as allowed the bulk of the beam power to go to other diagnostics.  We also added a visible camera that monitors an existing pickoff so we could monitor the shape and power throughput, and compensate for any change in the beam position.  This also helps us with beam delivery to the user labs.  With the changeout of the diagnostic beam dump in the OCR, Ops was now able to simultaneously do gain and loss measurements and have relatively rapid readback of the total power delivered.  While delivering beam for the THz and nanotube experiments, we worked on the alignment of the rapid-scan autocorrelator, and the first arc optical transport for the streak camera.  We received the fixture to do transmission wavefront testing of our new high power laser windows.  Our first measurements show discrepancies between what the vendor measured and our own measurements, so we're reviewing our procedure with our interferometer vendor.  We also set up optical components to measure the synchrotron light output from the THz beamline onto a fast photodiode.  Turning mirror cassette 1 is down to a short list of items.
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