MEMORANDUM 

To:

Distribution 

From:

F. Dylla

Subject:
FEL Upgrade Project Weekly Brief – March 22-26, 2004

Date:

March 26, 2004

Highlights:

This was a very productive week for the commissioning of the FEL Upgrade:  

(1) we pushed the linac current to 9.1mA cw which is very close to the operating specification (10 mA).  There were no significant beam loss, vacuum or heating effects at this current which was achieved with the photocathode operating at less than 1% quantum efficiency (the typical maximum is 5%) and the drive laser out put power was half (2.5 w) of the nominal value (5w).  We note that with 9.1mA of accelerated and energy recovered current at a linac energy of 86 MV, we achieved a new world record for power recovery in an energy recovered linac (780kW).

(2) we operated all eight of the SRF cavities in the new FEL 3rd cryomodule using the actual RF power and control system that was installed in Zone 4 for this purpose. We are on track for having the system “burned-in” on this control system by April 1.

(3) we made considerable progress in understanding our longitudinal dynamics - the evolution of the longitudinal bunch length energy spread product from the gun through the linac- by a combination of additional machine measurements, analysis and modeling. Space charge effects in the injector region appear to be clarify several earlier mysteries. Details for the aficionados are given in the commissioning discussion below.

(4) the optics, mechanical engineering and I&C teams are making good progress with the new optics, outcouplers and wigglers for the 10 kW effort.

Commissioning Summary: (Steve Benson and David Douglas)

   We did not run a great deal this week but we accomplished a great deal.  Last week we reported that a bad control module on cavity 7 in zone 2 was suspected of causing anomalous behavior in the linac.  The module was replaced on Friday and we continued studies of the longitudinal focus on Monday.  We first continued the test we were attempting to carry out on Friday.  This test turns off each cavity and measured the bunch length for the linac with one cavity off.  It was found that having the beam centered in the first arc is quite important to obtaining the shortest bunch length so an effort was made to center in the arc for the test of each cavity.  We found that there was no evidence of anomalous behavior in the cavities of zone 2.  The beam did appear to be more stable with the new RF control module as well.  We looked at zone 4 as well and found that the phase in cavity 5 was wandering.  This is the cavity that produced the largest discrepancy between the bunch length compared to all the rest.  In the end we found no one cavity that could explain the increase in bunch length at the wiggler. 

   On Tuesday we tightened connections in zone 4 to see if the phase wander in cavity 5 could be eliminated.  This did not seem to help and we will probably need to change out this module as well.  We also did a cross-calibration of the power meters and obtained good agreement between the PM5Ks.  The diagnostic dump reads about 10% lower than expected.  This could be due to nonlinearities in the calibration factor, or drifts in the zero offset when running such low power into a high power beam dump, and requires more measurements at higher laser power  We then set up the accelerator 15 degrees off crest and took data on energy spread and bunch length vs. trim quad and sextupole settings.  We found that the shortest bunch was not produced for the trim quad settings that produced an upright distribution using the M55 measurement system. This is in agreement with previous measurements.  We also found that the distribution that produced a linear distribution with a slope of unity did not produce the best spots at the dump.  This is probably due to the fact that we were not centered in the aperture of arc 2. 

   On Wednesday we re-cesiated and started set up for high current operation.  Unfortunately we lost a klystron in zone 4 and lost the afternoon in getting a new klystron on line.  On Thursday we continued setup for high current operation and minimized the losses while running 5 mA pulsed beam using a single stack on the gun HVPS.  We could run at 5 mA with one stack with no BLM losses and no tuning in the linac (tuning while running CW beam can be a sign of beam loss in the linac).  We then ran the current up with two stacks and quickly exceeded our previous record of 7 mA by pushing to 9.1 mA. Two things were discovered.  The first is a problem that should be fixed with the power supply modifications that are scheduled for today  and continuing through Monday. The second is tuning effects in the cryounit.  Voltage fluctuations in the high voltage power supply lead to phase fluctuations of the beam entering the cryounit.  This leads to transverse match variations in the beam exiting the cryounit.  This is not a problem in most of the machine but will tend to increase the losses at the cryounit exit, the wiggler entrance and in the re-injection telescope.  We had to lower the beam loss monitor head voltages in these three areas by 100 V (this is a factor of two reduction in sensitivity) to run higher than 7 mA.  No loss was seen on these loss monitors if the gun HVPS voltage was steady.  Loss was also seen in the dump region but this was determined to be backscatter from the dump itself.  No vacuum rise was seen in the dump region.  Halo loss in the first arc caused some pressure rise there and led to the need to lower the BLM head voltage in that region by 100 V.  This was expected.  At 8 mA we ran out of drive laser power.  The rod in the drive laser has been deteriorating and needs to be replaced.

(It currently has over 5000 hrs of operation on it and is scheduled to be replaced). The maximum power from the drive laser was limited to only 2.5  and only 0.75 W of this reached the cathode.  We increased this to 1 W by withdrawing the second electro-optic cell.  This allowed us to get up to over 9 mA, still limited by laser power.  The accelerator ran fine at 9 mA.  Most vacuum levels were well within allowable levels.  The gun pressure went up from 5e-11 to 6e-11 Torr.  Most pressures leveled off at these levels.  The pressure at the exit of the cryounit went up more that we would like.  This area has never been baked and so needs some cleanup.  More run time at high current should do this. 

   From long ago we have known that running off crest in the second cavity of the cryounit would lead to tuning in that cavity.  This is due to the reactive nature of the beam loading.  Since the tuner is mechanical and has backlash one must ramp the current up slowly so that the tuner can keep up.  If we could use the magneto-resistive tuner in the cryounit we could get around this limitation.  One thing we learned from running very high current was that the energy from the injector goes up when the current is raised if the tuners are allowed to track the beam loading.  This can be compensated by changing the gradient or phase of the second cavity.  We may incorporate this into a ramping algorithm in the future.  After running for some time at high current we shut down and did a radiation survey.  The highest radiation was at the entrance to the wiggler, where the whole body dose was 3 mrem/hour.  This is probably due to the voltage fluctuations in the gun and should be reduced strongly when we fix this problem.  Radiation levels at 2F07 and 2F00 were less than 0.5 mR/hour.  These are typical values for running CW beam.   The modules were slightly activated, indicating that we were losing a tiny amount of beam in them.

(Dave Douglas Comments):

Word bank for this Friday’s treatise:

"imposed momentum spread": the phase/energy slew on the beam created by off-crest acceleration

"inherent momentum spread": the momentum spread in the beam due to thermal effects during its creation; the effect of "longitudinal emittance".  Also known as "incoherent momentum spread" or "intrinsic momentum spread". A manifestation of Liouville’s Theorem.

"induced momentum spread":  momentum spread foisted on the beam, for example, by collective effects. This may be coherent (a slew, which can be undone) or incoherent (which can't).

Revelations concerning a major operational and performance puzzle of the Upgrade linac - the asymmetry of the beam momentum spread as a function of linac gang phase and its apparent relationship to bunch length - were provided this week by Carlos Hernandez-Garcia's PARMELA modeling of the linac.( Kudo’s to Carlos!) This simulation indicates that longitudinal space charge will induce what appears to be a phase-dependent asymmetry in the beam momentum spread during and after acceleration. The longitudinal space charge force accelerates the head of the bunch and decelerates the tail (the fields within the bunch tend to "push the electrons away from each other"), thereby creating an energy slew across the bunch: the head goes to higher energy, and the tail to lower as the beam travels down the linac. In contrast, when accelerating ahead of crest (the nominal operating point used in the IR Upgrade for longitudinal phase space management), the head of the bunch is driven to lower, and the tail to higher, energy by the RF system. This imposed phase/energy correlation is thus offset by the space-charge induced slew, and the final observed momentum spread is reduced. If, however, accelerating behind crest, the head of the bunch is pushed to higher energy and the tail to lower. This adds to the space-charge induced slew, increasing the final momentum spread.

The PARMELA simulations suggest that the collective effect will induce on the order of 200 keV/c of momentum spread on the beam in addition to the 800 keV/c slew nominally imposed by off-crest acceleration. Thus, ahead of crest we should expect to see order of 600 keV/c momentum spread, while behind crest we should see around 1 MeV/c. (See figures 1 and 2, which show the behavior through the end of first module only.) These predictions are quite consistent with observed momentum spread behavior. Because the effect is systematic - the same on either side of crest - is possible to establish the bunch length at injection by back-propagating the average of momentum spreads on either side of crest. This, too, provides results that are consistent with simulation and observation. Apparent inconsistencies in Happek based optimization of the bunch length and phase transfer function measurements of the machine are explained by this as well. If the system is optimized using the phase transfer function system, the bunch will compress at low charge but will be slewed differently as charge/current, and thus space charge, increases, so the bunch will lengthen and the trim elements will require adjustment to maximally compress the bunch. Measurements of THz-driven mirror heating made during this week’s high current run also appear to support this interpretation. Finally, the effect appears to be charge-independent because the fractional deviation in momentum spread depends linearly on the bunch charge density - which is essentially a constant in our operational practice. Lower charge bunches are shorter - so the charge density is essentially constant and the effect of longitudinal space charge (relative to the smaller momentum spread imposed on the shorter bunch by the RF system) seems to remain unchanged.

Unfortunately, though the apparent asymmetric momentum spread is a systematic (coherent) effect, the simulation also shows the inherent, intrinsic, or incoherent momentum spread also grows as a consequence of space charge induced longitudinal emittance growth. The simulated longitudinal emittance grows by 50% through the first module alone (which is as far as the simulation work has progressed at this point) - which, if projected forward (the longitudinal space charge effect being active, as it is,  through the whole transport process) indicates a doubling of the longitudinal emittance at the wiggler - with a consequential doubling of the compressed bunch length.  Most unfortunately, this, too, is consistent with observation.

Initial analysis of these results both raises an immediate question and offers a potential solution. The question: "Why did we apparently have a short bunch - at or near design - last fall?", and the solution: Run with a longer injected bunch to reduce the charge density and thereby the effects of space charge. In the fall, we persistently had a 1 to 1.25% momentum spread that was symmetric around crest. Now we tend to run with a 2/3 to 3/4%  spread on one side of crest, and 1.25 to 1.5% on the other. If the bunch were 50% longer, the space charge forces would be reduced, the asymmetry alleviated and the emittance dilution less severe.

In fact, a very simple estimate suggests that the induced spread (from space charge) will, for fixed bunch charge, depend on the inverse square of the bunch length. Doubling the bunch length would therefore reduce the induced spread fourfold. At the same time, the imposed spread from the RF system will (as it depends linearly on the bunch length) only double. There will thus exist an optimum bunch length producing minimum momentum spread, at which the space charge effects are turning off (so that the intrinsic spread is not excessive and the compressed bunch length can be small) while the imposed momentum spread is not so large that the FEL is unhappy. Very preliminary freshman physics 101 calculations of this optimum indicate that it lies at about 1.5 times the present bunch length.

We are therefore 1) continuing the PARMELA simulation of the linac to verify the details of the behavior (verifying already, for example, that the effect goes away if the space charge is turned off and proceeding to determine the dependence on bunch charge and length), 2) modeling and measuring the injector to develop means of controlling the injected bunch length, and 3) detailing the behavior of the system at various linac gang phase operating points. As the analysis progresses, we will migrate to an optimum injected bunch length to minimize bunch length at the wiggler.

Figure 1: Acceleration ahead of crest at end of first module, full energy spread 310 keV
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Figure 2: Acceleration behind crest at end of first module, full energy spread 455 keV
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Management:

We sent in the project monthly report for February for the Army funded THz project.

We spent some time this week preparing for next week’s visit on April 2nd by Ray Orbach, the Director of DOE’s Office of Science for the Lab’s 2004 On Site Review.  We are pleased to note that Pat Dehmer, who heads DOE’s Basic Energy Sciences program office will also be attending the review and touring the SNS production line in the Test Lab and the FEL Facility on April 1.

WBS 4 (Injector):

The cathode made on January 27 2004 delivered on Thursday afternoon the highest CW current ever produced by a DC Photocathode Gun: 9.1 mA with a bunch charge of 120 pC and 350 kV accelerating voltage. The current was limited by drive laser power (2.5 W of SHG). At 9.1 mA CW and 9.1 MeV total energy, the Jefferson Lab IR Upgrade FEL Injector delivers 79 kW of electron beam power.

At the end of this high CW current run, the cathode delivered about 43 Coulombs. The total charge delivered up to date since the first cathode made on May 5th 2003 is about 876 Coulombs.

We re-cesiated the January 27 cathode for the fifth time on Wednesday of this week. The QE increased from 0.5 to 2.5%. CW current operations started Thursday afternoon. By the time the cathode was delivering about 7 mA CW, the QE had already dropped to about 1%. After the end of the high CW current run, the QE was only 0.6%. 

We then heat cleaned the GaAS wafer Thursday evening and made a new cathode this afternoon. The new cathode QE on the laser spot is 5.0%, with a maximum QE of 5.2% near the center. This is the 9th. cathode made on the wafer installed back in mid-April 2003. All re-cesiations and new-cathode activations are performed in vacuo.

Gun HVPS - On Thursday the Gun HVPS provided the requested 9.1mA and appeared capable of more.  The HVPS was able to provide the 9.1 mA without any voltage droop. Staring today and continuing through Monday, the Slave Drive Unit in the HVPS is being converted to a voltage rather than a current controlled power supply.  It will operated in parallel with the Master Drive Unit.  Testing will be this afternoon and Monday.  It was a little noisy and this is one of the reasons for these modifications.  The other reason is the Slave unit generates a large voltage spike when it is shut down abruptly, e.g. a trip.

WBS 6 (RF)

RF - All RF systems are operational.  A klystron, RF Control Module, and 5 watt Amplifier were changed this week for either failing or not meeting stability specifications.  A Circulator and a second RF Control Module will be changed next Monday for not meeting specifications for isolation and phase stability respectively.  These changes are to improve the beam stability at high currents.

All eight cavities in the newly commissioned 3rd cryomodule were operated this week with

their final Zone 4 RF power and control systems.  There were no significant problems observed except for the several noisy  HOM filters in the external feeds.  The first look was given to powering the piezoelectric fine tuners. More work is needed here.

Next week the plan includes “burning-in” all the cavities using the Zone 4 rf system. By completing this work by April 1, we are on track with our original schedule for module 3 commissioning.
 

WBS 8 (Instrumentation):
Another busy week with the successful run up in current. Meeting were held with the optics group to flush out the instrumentation details required for the cryomirror experiment. All known parts on order or on site. Longest critical item (as far as I&C is concerned) is the mass flow regulator valve, and that is only a week out. We'll start designing the chassis and EPICS interfaces next week.
    Video/AMS Systems - The front and rear panels are back from the vendor. Work begins to assemble the finished chassis. The ECO for the F0253 (32x32 channel crosspoint card) is done and we are preparing to send the gerber data out for a production run.

    Update on the Enterprise Linux Kernel: Red Hat responded to our support request by telling us that we filed it under the wrong entitlement. In failing to tell us the right one, David Bianco filed the request, yesterday, under a more likely category. Systems and I are currently working together on building a customized kernel, probably a Fedora offshoot, to have a kernel that fully accepts the driver until an Enterprise fix is found.
    Continued the calibration of specialized viewers like 0F06. Through working with Carlos Hernandez-Garcia and Steve Benson, the formatting of the data recorded by the framegrabber was altered to suit the needs of the Parmela simulations. The implementation of a special saving mechanism allows a user to save only the information categories they wish to have. Example, Parmela only uses column histograms not row histograms. This function also allows a user to save a report of current framegrabber settings and the main data points taken.
    The CN491A-V1 (OMEGA) temperature process controllers were investigated to determine if they will suit our needs. We discovered that they are solely intended to be used in a closed loop PID system. The 'DC-linear' analog output is unavoidably pulsed which is unacceptable for use in our EPICS ADC system. A better (newer, cheaper and functionally appropriate) temperature controller has been identified. We have purchased about 12 of the CNi3253 (OMEGA) temperature/process controllers. These devices have the same functionality as the CN491A-V1 with the added feature of a true-analog 'retransmission' of the measured temperature.
    Configuration Control Database - development continues.  Currently, efforts are being made to make the systems page quicker and more intuitive. We are also overcoming issues in the way ORACLE handles large (1000+ characters) text fields. This is particularly important due to the verbose nature of our commissioning logs.
    Online Video - a new camera has been added to our collection of remote monitoring tools. An AXIS 205 single channel camera with a built-in network video server has been installed to provide remote (off-site) monitoring of the gun activities. The link to the online video feeds can be found at the top of the page at: http://laser.jlab.org. They are the small camera icons labeled 1, 2 & 3. The gun video is the 3rd one.
    Gun Current via EPICS video online. As the current was raised to new limits this week, we chose to make the show available online those not able to be here. In doing so, we have solved the problem of displaying the high resolution in EPICS as it is converted over to NTSC and the compressed digitally before transmission. This will be very useful in the future. This is the dedicated EPICS video seen from online video camera #2 (see the above link).

    Additional Flipper Motor Channels were connected and tested in support of Optics group for the Output Coupler.  Completed the implementation and calibration of the Optical Dump RTD readbacks for the quadrant readings. Further organized the installation of the SF6 pumps system. Effort continued on assembly of 18 gate valve controller card test cables.  Work continues on the stepper motor chassis. 
WBS 9 (Beam Transport):

Sextupole Lite Re-coiling to obtain higher field 

•
The new coils are out for a short bid cycle to 3 vendors. Preliminary response was favorable.

Wiggler

Electromagnetic Wiggler for 2.8µ 

•
A vendor visit to Process Equipment Company (PECo) confirmed the successful water jet cutting of the Type A conductors. We signed agreements that show agreement that differences between our preliminary and our signed off drawings and specification do not have any affect on cost or delivery. 

•
In order to speed manufacturing, we gave PECo the CAD images of all 6 styles of conductors superposed on material sheets outlines so that the water jet cutter vendor could proceed directly to cutting and so PECo could have confidence in ordering the material for the final production run. We made a similar outline of the material pieces for all the cooling plates. 

•
As a result of discussions on assembly and tolerances, we didn’t water jet cut the insulation sheets this week. Rather, we opened up the holes of the insulation sheets by .020 inch in both dimensions. This should not jeopardize the electrical integrity but will make assembly far easier and more reliable.

•
PECo continues machining the core pieces.

•
We observed the tack brazing of the cooling tubes to the prototype cooling plates. The prototyping order helped greatly in perfecting the process. Continuous brazing of the tubes to the prototype plates (Using the “tack” brazes for positioning) to establish continuous thermal contact is happening at the brazing vendor as this report is being written. We also changed the position of the tubes on the plates 1/8 inch inward to give more space for brazing paste.

•
The manifolds are on order. As a result of discussions during the visit with PECo, we added chamfers to the holes in the manifold blocks to make tubing insertion during assembly easier.

•
In the design area, we changed the drawings as above, we continue work on the parts that make the wiggler mate well with the existing wiggler strong back and are generating the final assembly from the 3-D model.

•
The shop is welding up a sample junction on the new beam chamber for the 2.8 Micron Wigglers before they weld the final assembly. All the full tube parts are ready for welding.

Sextupole (SF) 
•
Procurement on hold pending 10 kW efforts.

WBS 10 (Wiggler):

STI Optronics reports that the only item in the wiggler that remains to be ordered is the support structure. They are awaiting bids on that. It is not critical path. Strongbacks were ordered Wednesday and are due on or before May 5; magnet and pole clamps will arrive next Tuesday or Wednesday; magbases will be arriving at or before April 6; poles on schedule to arrive around April 9. STI Optronics received a detailed schedule from Shin-Etsu. They have started pressing and are on schedule for May 12 delivery. Slides have been ordered and should arrive in a few weeks. Bottom line is that STI Optronics is on schedule.  There are no showstoppers. Contingency plans using weekends and multiple shifts in case of schedule slip are in place.

WBS 11 (Optics):

Here is a summary of our progress on the various plans.
Plan A is to obtain low loss 6 um optics.

Refiguring the OC substrates: We received word that the figured OC mirror substrates, using the lowest loss material available, should arrive late next week - one week ahead of schedule.  New HRs are at the vendor.  We should receive them in about 2 weeks.

Our three Plan B's had the following progress:

Scraper outcoupler:  The first article brazements passed leak check and was sent out for final machining.  It is now being polished.  Our plan is to inspect the polished part to insure we meet the flatness spec, then ion-etch the surface, followed with a sputtered gold coating.  It then gets a protective coating applied before going to the Machine shop for final welding.  We just tested the gold coating process, and found we could peel off the protective coating without loss of the gold coating.  So far we are on track to install the scraper and ancillary diagnostic hardware late next week.  We held a meeting on the diagnostic hardware requirements and found we needed one more control line for a solenoid.  A request was sent to I&C.  All hardware is here and being staged for installation.

Cryomirror:
A holder that would thermally isolate a 3" mirror in a 4" holder was designed and is in fab.  It should be ready next week.  Several meetings were held to refine the P&I (process and instrumentation) diagram and order the necessary hardware.  Most of the purchased parts will be here in the next two weeks.

George Biallas had this report:

The major parts for the flexible mirror mount are done and being prepared for brazing. Hose assemblies brackets and feed through are complete and clean. Tube transitions continue in fabrication. 

•
The final production run of the sleeve made of niobium by deep drawing worked beautifully. However, deep drawing reduced the .005 thickness to .004 inch, leaving the membrane a shade too flimsy. We are attempting to make some sleeves that will draw to .008 thickness, closer to our original intended .010 inches.

•
The work on the cryo cooling liquid flow continued to advance. We all agreed on a diagram of the proposed system with valving and parts to incorporate both methods (Dewar pressurization and pumped flow). Assignments of who is making up various parts were made and tubing, valves and fittings were put on order. Tom Elliot’s pump system is well on its way. 

2.8 micron mirrors:  In fabrication.  One each mirror holders for 2" and 3" arrived this week and are being cleaned in preparation for brazing.  More arrive next week.  The 2" Si HRs will be here during the 1st week of April, the OCs will arrive about two weeks later.  3" mirrors are in fab, expected in mid May.

Other activities:  As mentioned in the commissioning summary, we rechecked the calibration of the various power meters.  The diagnostic beam dump got its first checkout of its position sensing function.  Inserting and retracting the pickoff window showed the anticipated offset of the beam.  The flow (1 gpm) and the low power (~ 200 W) prevented us from getting a very fast indication of the laser power.  We will try again with a higher flow rate.  

 

We began preparing to change the drive laser rod for a good spare, and remounting the second spare.  This rod has been in heavy use for almost three years, and has been used for over 5600 hours of  drive laser operation. We were pleased with the initial use of the removable EO cell actuator.  If we actuate the turning mirror before the EO cells and add a diode to monitor the power through the aperture we could make this a remotely-controlled procedure.

 

Analysis of the failure of the calcium fluoride pickoff window (see last week's report) indicates that thermal shock can't be ruled out if the window had a flaw that lowers its strength.  We plan to minimize missteering, and see if this window performs better.

 

We got an unanticipated open period today to start on a very long list of items.  Next week will be a busy one, as we install new hardware, new optics, and work on system improvements.

 

We received an important piece of metrology hardware this week.  Using JTO funding, we purchased a Veeco noncontact profilometer for laser damage studies.  We can use it to check the ROC of mirrors that are hard for the laser interferometer to measure, as well as the microroughness of the surfaces.
Terahertz Project:

This week we had to resolve some small discrepancies in some dimensions in the mirror drawings.  The M1 and M2 mounts were sent from AES to another shop for modification to allow them to accept the phytron motors.  The mounts for M3 and M4 were modified to allow them to accept out-of-vacuum manual drives.
