MEMORANDUM 

To:

Distribution 

From:

F. Dylla

Subject:
FEL Upgrade Project Weekly Brief – June 28-July 2, 2004

Date:

July 2, 2004

Highlights:

Highlights of the week include establishing operation and lasing at 160 MeV to provide extra power margin to achieve our 10 kW goal.  As part of that we found we could triple the BBU threshold by alter machine tuning. We had continued experience at 8+ kW on several days, each time with beam losses being the predominant limiting factor as we continue to optimize transport.  The 73 MV operation of the new cryomodule was robust and reliable. We also achieved 180 Coulombs from the cathode between cesiations and still had 2% QE at the end.
Commissioning Summary (Steve Benson and Dave Douglas):

   Last week we ran for the first time with the optical cavity reversed.  The output coupler was not the same as the one with which we achieved 10 kW at 30% duty cycle.  That mirror was damaged during the move and replace with the spare.  The spare has a bit of astigmatism and may have slightly lower efficiency.  Measurement at high power using this configuration showed that the power absorbed in the output coupler was much lower than before and distortion and steering in this mirror was relatively small compared to the downstream location.  The high reflector, on the other hand showed very large levels of absorbed power.  There is one new component and that is the second harmonic from the FEL.  The mirror coating is an anti-reflection coating at the second harmonic so the power goes right through the mirror.  This is fine in the output coupler but, in the high reflector, the power is absorbed in the epoxy on the backside of the mirror.  This can be up to 50 W when running at 10 kW.  The THz provides another 90 W and the fundamental should contribute about 50 W.  We therefore have close to 200 W of absorbed power in the high reflector, which should be acceptable.  Another discovery last week was that the THz power absorbed in the high reflector increases the radius of curvature.  One must therefore lower the heater power as the current is raised.  This was a crucial discovery for running at high power and we manage to get over 8 kW of power once this was known.  We could also get over 2.5 kW at 1.25 mA and nearly 5 kW at 2.5 mA.  The efficiency tended to be a bit lower for very high power.  We had trouble with vacuum trips at very high power.  One thing to remember is that scatter from mirrors may be up to 1 part in 1000.  The circulating power at 8 kW is 100 kW so this means that the mirrors might scatter up to 100 W.  This tends to heat things up and raise the vacuum level above trip levels.  We struggled with this last Friday. 
   On Monday we fixed some leaks that had developed in the region of the FEL and installed a shield to keep backscatter light from the optical dump from reaching the wires and hoses in the mirror can.  On both Monday and Tuesday we managed to get up to 8 kW but had a hard time getting higher.  We decided to raise the electron beam energy so that we would have more electron beam power.   We were able to run 160 MeV with little problems once we had rematched the lattice. 
   We discovered two things during the match-a-thon.  One is that we can produce a large high energy tail from CSR if we over-bunch the electrons.  The proper setting is just slightly underbunched.  When we overbunch, the high energy tail makes energy recovery an almost impossible challenge.  There is not enough "underfoot" in the accelerator to decelerate the electrons.  The second thing is that our OTR viewers are too sensitive and can see the "ghost pulses."  This means that the indicated beam size is too large.  When this was taken into account we found a much smaller emittance than previously quoted.  Values on the order of 10 mm-mrad were seen in the wiggler region. 
   With the higher beam energy we found that the efficiency at lower power could be as high as 2.4 kW/mA.  Today we are trying to raise the current to get over 10 kW.

From Dave Douglas:

	Couple comments from the machine guy's corner:

1. We were once again reminded that its pretty straightforward to change energy, but it will thereafter take a few days to clean up the system and get good transmission of high currents.

2. After optimization, we were able to raise the BBU threshold from about 1.5 mA to over 6 (got carried away in going to 37.5 MHz and ran there for 2 or 3 minutes!). No special phase advance manipulations were needed - it was simply a matter of cleaning up the transport - the well matched machine is more stable

3. The QX quads still seem to set to order 100 g gradient integral. This makes energy changes a bit murkier and forces a fair bit of tuning. The issue can be alleviated by truly synchronous power supplies capable of a time-profiled standardization loop.

4. Zone 3 is pretty darn nice, HOMs notwithstanding

5. We seem to have solved the mystery of the backleg emittance growth. It doesn't (at least not much). We were pretty much measuring ghost pulse phase space with the edge emittance - and, as it is a low space charge beam going through a beamline set up for high space charge, its badly mismatched and degrade. In fact, it is more or less 90 degrees out of betatron phase by the end of the linac on the 1st pass, and it goes downhill from there.

In short, by measuring the core of the beam, we get much smaller spots. Though we haven't yet done this with any precision, a very preliminary looks suggests the transverse normalized emittance is of order 7 mm-mrad going into the wiggler.

This realization also significantly influences our understanding of the lattice optimization process. Given more accurate knowledge (available soon, with the installation of filters on the viewers) of the spot sizes we should be able to more reliably adjust the match.
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Management:

We began establishing detailed program tracking for the UV hardware installation including tiering the budgets and establishing individual schedules for each work package.
Fred Dylla presented a talk on our facility at the International Vacuum Society Meeting in Italy.

WBS 4 (Injector):

The cathode delivered a record charge (for the 10kW IR Upgrade machine) of 180 C between re-cesiations, and still with 2% QE left on the cathode. Usually we do not re-cesiate until the QE is down to 1%, but we took the opportunity to re-cesiate as an access to the vault was needed for optics work. If we extrapolate this result, the cathode would have delivered 228 C by the time the QE had degraded down to 1%.  On Monday we re-cesiated the cathode for the third time, rising from 2% to 5.3%.

With permission of Dave Douglas, we report an upper limit on the injector transverse (normalized) emittance of ~7 mm-mrad (measured at the wiggler, D. Douglas FLOG#1221932).
Gun HVPS - is operational with both drive stacks.  The Conditioning Resistor was wiped down again and this eliminated any corona or noisy current with the HVPS.

WBS 6 (RF):

All RF systems are operational.  Released this week 3 upgraded Standard Operation Procedures (SOP) specifying how to make the RF High Powered Amplifiers and their High Voltage Power Supplies safe for maintenance and trouble shooting.  The SOP's are for the 100 kW Quarter units, the Buncher, and the 3 RF linac zones.  New Voltage Verification Units have been installed and are included in the SOP's.

Six cavities in zone 2 still have polyethylene warm windows.  The cavity waveguide vacuum is an order of magnitude higher than the other 2 cavities with ceramic windows.  It is believed this poorer vacuum is causing numerous faults and making the machine more difficult to run than necessary.  Tested ceramic windows have been requested for installation during the August shut-down.

There were numerous (~1/day) computer crashes with IOC01 this week.  Several attempts were made upgrade it to a Power PC, but it would not communicate properly.  An old Serial Highway card was found installed in zone 4 and is also a suspected cause of the problem.  It will be replaced at the next crash.  The next attempt to install the Power PC will be made next week during a maintenance day.

WBS 8 (Instrumentation):

   Much of the week was consumed with supporting operations.  It was determined that the ghost pulses (electron micropulses with very little charge) out of the drive laser were washing out the real beam pulses (135pC/pulse). This caused considerable problems for the Dave & Steve show. We will install 632nm interference filters on all of the beam viewer cameras during next Tuesday's down day. These will allow the illumination from the lamp rings (red LEDs)  at ~1.5OD on the visible image.
   The first production pair of AMS (analog monitoring system) chassis is being finished this week. The system will be given to the MCC for their uses and evaluation. All of the components (pcbs, panels, components, etc...) are in and we have most of the boards populated and the rest are currently being worked on. The installation of the upgraded system is on schedule for being finished this month and installed during the August down time.
    The file archives for the configuration control database have been successfully implemented from the '\\jlabgrp\group\felteam\' drive. Previously, the system kept the archive on the local file system of the server, which is not maintained as rigorously as the labs central file system. This change in the structure of the controls database provides the best of both cases. All files are securely kept of the Jlab central file system in the folders that the FEL group has grown accustomed to accessing and is also a fully functional part of the IIS server running the configuration control database.
    We are making good progress towards being able to deploy 'diskless' windows based IOCs (running as channel access servers). The significant advance this week is the image server software that supplies the boot image for one of these devices on the network. We have chosen to use the BXP software by Ventucom (http://www.vci.com). One of our top level requirements for a system of windows-based iocs is that they be managed centrally (as opposed to each one having local storage of version specific code). Our attempt is to implement with PCs, the same architecture of field iocs that is so well done by the VxWorks IOCs. Our motivation to use the PCs is utilize the 'off-the-shelf' Win32 software that most new instruments come with from the manufacturer.
    Training for the students on the camera modifications were done. The cameras will be switched from field mode to frame mode during the down next Tuesday as well as adding the interference filters.  Documentation updates to the camera manual was done to include explanation of modes and use with the framegrabbers.
    We are working with the gun team to implement a cathode coulomb archiver. The previous software archiver has been broken down to be studied. If no heavy modification is needed it will be modified for this new system. We are still working with systems group to solve server disconnects from fellnx01. A meeting with RGB representative is being set up to demo video systems for the control room upgrade.
   Testing and modifications continue on the I&C primp Module. Additional filtering was added in order to reduce noise and oscillations (the bandwidth of the OPAMP used was higher than required).  The 10 Channel RTD chassis was installed in the HR I&C center to give more RTD read backs for the optics group. Support continued of the TeraHertz installation in Lab 3A. Additional maglocks, safety lights, crash and Exit switches were installed in addition to the Stepper motor driver cables. 
    Effort continued on the user manuals for the attenuator boxes, SLMs, and chimneys. Circulated second revision on manual for CCD cameras. Submitted revisions to EECAD of the Beam viewer camera housing. Completed attenuator and chimney manuals. However, final drafts cannot be printed until beamviewer manual is finished. The aforementioned manuals make references to the beamviewer manual, and the citations need to be checked with the finished beamviewer manual. Completion of CCD camera manual occurred, and standard was set for all subsequent manuals. Organized and placed in storage several ordered supplies for the easy location and use of the materials. A 12kw  (100volt/120amp) power supply was purchased as well as 10 ppm transducers for the pulse stretcher chicane in design.
WBS 9 (Beam Transport):
Wiggler 

Electromagnetic Wiggler for 2.8µ 

•
We are planning magnetic measurements starting July 19. 

Sextupole Lites

•    We will not design extra cooling plates for the two magnets that are running over voltage. The extra voltage will be supplied by adding an additional power supply in series that will work as a slave to the existing power supplies. 

Chicane to Reduce Downstream THz 

•    We have a preliminary design of a chicane that has a 10° branch angle and have passed that to David Douglas for contemplation. 

•    We placed a contract for the extra coils to convert the IR DEMO’s DW dipoles into a taller gap dipole for the chicane. The cooling plates are out for bid. 

•
The Mechanical design Group has assigned Michael Snyder to the task of the design of the revamping of the DW dipoles into the EW dipoles. 

• 
Concept drawings were given to the Mechanical group for (1) the stand needed for the electromagnetic wiggler, (2) the stand for the EW dipoles and (3) a generic chicane chamber to start working out the various design problems we will encounter with any DIMAD Dave Douglas will give us. 

Sextupole (SF) 

•    Procurement on hold, pending 10 kW efforts

WBS 11 (Optics): 

Plan A is to obtain low loss 6 um optics.  
During the week of 6/21 we ran for extended periods over 6 kW, and briefly at 8.5 kW.  This is an intracavity power in excess of 100 kW.  The optics did not damage.  For the last two weeks we have monitored the absorption loss in the OC mirror and it appears to be unchanged.

 

Our three Plan B's had the following progress:
Cryomirror:
No progress since the last report.   

2.8 micron mirrors:  
One 3" dia OC mirrors passed metrology, the other has a droplet of material (as detected by the noncontact profilometer, invisible to the eye) and will be returned to the vendor for repolishing.  The good 3" OC and a 2" OC were brazed into their holders and are ready for installation.  Corresponding HRs were mounted to there deforming assemblies.  Calorimetry will be done on the witness samples at the earliest opportunity.

Since we are not installing the new wiggler upstream of cavity center, these optics now have the wrong ROCs.  We are getting a quote to have them refurbished, and will send them back next week.    

Scraper outcoupler: 
No progress since the last report.  .  

 

Other activities:
   Our reversed cavity installation extended into the weekend when we inadvertently damaged the outcoupler and had to braze the spare into it's holder.  This new configuration allowed us to let the HR bear the brunt of the thermal loading, and we've been able to successfully run for extended periods above 6 kW, and briefly at higher powers.  During this time we supported operations and collected a lot of useful data on the behavior of the optical cavity under extended high heat loading.  To summarize the most important results, we're learning that the scattered light (e-beam induced, or from the laser) is reflecting to the backside of the mirror holders and heating the exposed components (Kapton wiring, motors, mirror pitch rings, and LVDTs).  This causes outgassing, component heating that produces small (but annoying) real drifts and larger, instrumental drifts that aren't associated with mirror motion. We've had mitigation plans in the works since early May, and are closer to having hardware ready.  A simple fix, to install a tube that reduces the impact of scatter off the laser beam dump, was accomplished last Monday night.  This greatly mitigated the outgassing problem, but we still have scattered light issues to deal with.  While not a showstopper in terms of making 10 kW, it makes operations more difficult than it could be.  We have been working on preparations for the installation of the new mirrors during the down; with that suspended, we refocused our efforts on having mitigation efforts for mirror figure, or scattered light ready to go.  As mentioned several weeks ago, at these high powers intracavity powers the OCMMS viewports are heating and distorting, making them unusable for their original purpose.  A good suggestion by George Neil, to place wire screens before the viewports, has been explored and is being implemented.  These gold-coated, stainless steel screens will reflect all the THz radiation, and 75% of the incident laser light.  They will be installed next Tuesday.

   When operating in the reversed cavity configuration we saw excess heating in the HR mirror.  The level of excess power was comparable to the amount generated by second harmonics; these traverse the dielectric coating with little reflection, are only slightly absorbed by the silicon substrate, but totally absorbed by the epoxy used to bond the optic to the deformer mechanism.  Fortunately, given the thin bond, a straightforward calculation shows that the deformation and temperature rise are low.  We accelerated experiments (under way since last Fall) on replacing the glue with indium.  Indium wets glass well, but we found it didn't wet silicon.  In the near term we'll try sputtering gold on the back of the optic to reflect transmitted light.  The loaned streak camera was installed in the vault, but more work needs to be done to route the light into the entrance slit.

Terahertz:

Week 6/21/2004 – 6/25/2004

M1 is mounted on its flange ready for installation with the Phytron motor drives, thermocouples and copper cooling strips all in place.  M3 arrived this week and has been sent to Brookhaven for metrology.  This mirror was machined but not polished at Brookhaven’s request.  Their past experience is that as-machined surfaces on aluminum are superior to polished surfaces.  M2 and M4 have been machined.  The shutters for the beamline safety system have been designed. 

Week 6/28/2004 – 7/2/2004 
M3 did not meet specifications.  It will be sent back to the vendor for polishing.  M2 and M4 were ordered to be polished and the vendor expects to complete this task within 10 days.  Work continued in the laboratory, the floor was drilled for the final beam-pipe support installation.
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