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Highlights:

  This was a short operational week for the FEL Upgrade project with a break for the July 4th holiday on Monday and a maintenance day on Tuesday to take care of a list of minor fixes that have accumulated during the last month of operation.  
  Despite the shortened week, we gained valuable experience with running the machine at 160 MeV with 10 kW class output powers. As detailed in the commissioning summary below, we were able to combine a high lasing efficiency configuration at 160 MeV, which demonstrated lasing efficiencies up to 2.5 kW/mA, but could not transport high (5mA) currents to the beam dump, with a high current configuration with acceptable transmission and energy recovery.  With this combined configuration we could routinely produce 5-7.5 kW of laser output power. The machine was showing good reproducibility from cold starts and fast recovery from various control system trips encountered as we pushed parameters.  Heating in the optics is being kept to ~200 watts in the High Reflector and less than 40 watts in the output coupler.  

Next week we plan to compare these latest results with performance at 145 MeV and to move on to pushing the current above 5 mA using our installed hardware for dealing with any encountered limits due to (BBU) current instabilities.
This week we successfully installed the first mirror in the US Army-funded Terahertz beamline and measured the output spectrum from this port. This completes a major milestone for this project.
Commissioning Summary (Steve Benson):

   As last week ended, we had two configurations at 160 MeV.  One had good laser performance, with a low current (< 2.5 mA) lasing efficiency of as much as 2.5 kW/mA.  This configuration was limited to 3.8 mA by BBU.  We had another configuration with quite poor lasing efficiency that could easily run over 5 mA of beam.  The quest this week was to merge the two configurations and get one that could run 5 mA with high efficiency.  The week was a short one made shorter by a maintenance day on Tuesday. 
   Wednesday we brought the machine back up after the down day and restored the configuration from Friday.  Progress was slowed by trips of zone 1, cavity 4.  This eventually shut us down completely.  The problem was traced to a failing, redundant capacitor, which was cut out of the system.  A bad mechanical shutter for the drive laser also slowed us.  This was our first spare.  We replaced it with our second spare, which has functioned fine since.  We did make one important discovery on Wednesday that may help us to set up the machine and to restore it more easily.  We found that we could change the trim quads by about 10 G in the first arc and greatly increase the energy spread in the second arc due to CSR.  This allows us to see if we are properly bunched in a few seconds.  The laser likes the region where the trim quads are slightly stronger negative compared to the CSR peak, as predicted. 
   On Thursday we finally managed to merge the two setups from Friday and get a configuration that could run 5 mA and still have high efficiency.  We also scanned the wiggler strength to determine the setting that minimized the mirror losses.  The final challenge was to minimize the losses from the second pass beam in the linac and beam dump.  Though we were able to lower the losses, the resulting setup could no longer run 5 mA CW.  We tried to steer up in the region after the wiggler to allow a better match to the linac to be found. 
   Today we worked on improving the re-injection match and succeeded in finding a 5 mA configuration. The lasing power out put was pushed to 7.5 kW in this configuration but the lasing efficiency was not optimized. The bottom line for this short week:
We can reproducibly produce the required longitudinal phase space at the wiggler.  Steering and focusing of this setup can reproducibly produce an efficiency of 2.5 kW/mA at low current.  We ran 1500 W at 0.63 mA, 3000 at 1.25 mA, and 5200 W at 2.5 mA, and 7.5 kW at 5 mA. We plan next week to make a comparison of these results with our previous 145 MeV configuration that yielded 8.5 kW and then move on to pushing the current higher.
	
	

	
	


Management:

At the request of ONR we are working a draft MOU for the FY05-07 efforts for the FEL Upgrade project.
On Friday, July 9, we had visitors from Navy ops (Martin Kamhi and Warren Byrum) and PMS-405  (Paul McKenzie) for a tour and discussion on the FEL Upgrade project. 
WBS 4 (Injector):

The Phototcathode Gun continued to provide pulse and CW beam at 135 pC/bunch for FEL operations this week. As of this morning, the cathode has delivered 126 Coulombs (after the last re-cesiation performed on June 28). 

WBS 8 (Instrumentation):

   Another week on inching toward the 10kw goal. Passing on ops on the holiday was a deserved break for the troops, this was rewarded by a very busy M&D day on Tuesday. We worked up quite a sweat since plant had the AC shut down… Excluding the three viewers in the 1G dump, all ITV and SLM beam viewer cameras were modified, during the scheduled maintenance day to work in frame mode which allows WesCam (frame grabber) to be used at all beam frequencies.   Also, interference filters were installed in ITV3F01, ITV3F04, ITV3F05, ITV3F06, ITV3F07, and ITV4F03.  These filters will pass the red light emitted from the lamp ring LED's but add ~!1.5OD to block the ghost pulses. These worked great and now give the correct spot sizes to the Dave Meister.  All ITV viewers were realigned and refocused following the modifications.  Repairs were made to the HR (high reflector) analog read back signal for the Water Inlet RTD, the meter was replaced and the cabling was checked out as well.  The Charge/Dump Current Monitor was checked out to ensure that the EPICS read back was consistent with the local readings.  Stepper motor cables were pulled in and terminated for the THz M1 mirror that was installed in the 4F00 region.  The thermometer readout will be connected on the next down day.
   The first pair of 32x32 channel Video/AMS chassis are finished. We are currently in production of 6 to 8 more input chassis. The software to run the system is being installed onto our test IOC for final testing before placing the devices in the FEL controls system. Pictures of the new AMS chassis can be found at:

http://laser.jlab.org/devlore/Main.asp?QuickFind=AMS/Video
   Two major updates to the configuration controls database and electronic whiteboard (task list). First, items are now being assigned 'owners' and 'technical contacts'. This has been done to more closely match the way we have tracked tasks by hand. Secondly, the controls database has been updated to generate customized emails to those who are assigned to the various action items on the FEL electronic whiteboard. These emails will go out once a week as a set of quick links to make it as easy as possible to access the miscellaneous tasks as well as the more prominent ones. A boot image server is being set-up for the diskless PC-based iocs we are developing.

   Effort continued on the Beam viewer Assembly Procedure, a documentation package will provide detailed descriptions on assembly, testing, and troubleshooting.  A fabricated CCD camera box and drawings have been submitted to EECAD for proper documentation.  Preparations for redesign of the Charge/Dump Current Monitor chassis have begun.  The documentation for the Charge Totalizer PCB is being corrected to accommodate the new design.  Three spare Dump Current Buffer boards have been populated.  The hardware and software on FELLABVIEW PC has been upgraded.  Support for the AMS switcher system continued.

    Product information was received from ADI for the MIFARE card readers.  Configuration settings and wiegand output mode remain to be decided upon.  Availability via ground shipping is approximately five days.  A rough draft for Statement of Work for LPSS is done, this will be polished this week and sent to Siemans and Omron for quotes.  Acceptable amounts of I/O, memory, and minimum requirements for baud rate are among the specs to be worked out.  

   This week attention was turned from Beam Position Monitors to Beam Current Monitors.  New circuit design for the BCMs are underway.  Each of the components that have been proposed are being tested by diagnostic equipment (spectrum analyzer, oscilloscope, wave generator, multimeter).  The actual board construction will most likely begin after the prototype has been constructed and tested on actual beam.

   The new server, felserv2, upgrade was tested with positive results.  We are working with Gun group to formulate the specifications for the cathode coulomb counter software.  In the design phase of the software for the coulomb counter/archiver.

WBS 9 (Beam Transport):
Wiggler 

Electromagnetic Wiggler for 2.8µ 

• 
We are planning magnetic measurements starting July 19. 

Decompression Chicane to Reduce Downstream THz 

•
Dave needs a 12° branch angle in order to fit the chicane within the allotted space and is working on a solution. 

• 
Robin Wines is working on magnetic modeling of the new EW dipole to see if it maintains good magnetic properties. 

•
Magnet Enterprises International of Oakland is working on the extra coils needed for the EW.

• 
The cooling plates for the extra coils are still out for bid. 

• 
The shop was given the order to revamp the DW dipoles into the Ews and they have ordered material and the four magnets were pulled from storage and placed in Magnet Test. 

• 
The Mechanical Design Group had to pull Michael Snyder from the task of the design of the revamping of the DW dipoles into the EW dipoles for some urgent Optics work. 

• 
We worked on a sketch that a vendor could bid on for the stand needed for the electromagnetic wiggler. 

•
We put together a package of design concept drawings for a generic 12 degree chicane chamber to start working out the various design problems we will encounter. 

Sextupole (SF) 

•
Procurement on hold, pending 10 kW efforts

WBS 11 (Optics): 


Plan A is to obtain low loss 6 um optics: 
 
We have a coating contract in Procurement to coat spare substrates to replace those that are damaged or have coating flaws.  We are using the low loss of the mirrors while running high power as a diagnostic for the accelerator.  Our optics have a minimum absorption at ~ 5.75 microns, and if the lasing wavelength drifts by more than a percent we see the change as increased mirror loss.  We primarily use the OC for this measurement (it only absorbs the laser light), but the HR is useful too.

 

Our three Plan B's had the following progress:
Cryomirror:
We have a good indium annulus in the holder, and will braze the test optic in place next week.   

2.8 micron mirrors:  
We have procurements out to get our optics refurbished.  We are awaiting the opportunity to do calorimetry on our witness samples to assess coating vendor performance.

Scraper outcoupler: 
No progress since the last report.  . 

 

Other activities:
Tuesday's shutdown day was planned in part for us to install a set of gold-coated metal mesh screens before the OCMMS viewports in order to reflect all the THz radiation, and 75% of the incident laser light.  However, once in place they seemed to transmit less than that.  We worked very hard to align the system, but finally had to stop.  We have a plan in place to complete the alignment, once we can spend some time in the vault to align it.  They seem to be working, during operations we are seeing temperature excursions of only 5 deg C, compared to the 30 deg C rises we were experiencing.  During the down, while venting of the beamline between the optical cavities, we found that the optical window in the vacuum valve had fractured from the absorption of THz power.  This took a good part of the day to replace.  Plans are underway to have another metal valve in close proximity that will be used when we are pumping the optical vacuum vessels down, but need to run cw beam.  We set up a camera to look for the position of the synchrotron light on the input of the streak camera, but haven't detected any.  We'll move the camera to look at the light emerging from the port.  We have made good progress on getting the PbS array into EPICS.

Terahertz Project:

We are delighted to report that we have installed M1 and the first part of the THz beamline up to the first diamond window, and measured the first beam into the Nicolet Impact 400 Michelson interferometer (in the vault downstairs, not in the lab upstairs). 

Only 6.5 months have passed since our design review, and in that time design details have been done, all beamline components fabricated, cleaned and assembled, 3 diamond windows purchased, 4 custom off-axis aspheric mirrors specified and purchased.  Also beamline supports have been designed, fabricated and installed, safety and vacuum interlocks and mirror motor components installed.  This was an enormous undertaking involving over 100 procurements.  The bulk of the design/procurement of beamline hardware including mirror mounts was done by Vinny Christina of Advanced Energy Systems, our partners in this enterprise. 

This outstanding progress is due to a lot of work by a lot of people, particularly Joe Gubeli, Michelle Shinn, Kevin Jordan, Jim Coleman, Tim Whitlatch, Neil Wilson, Josh Foyles, the alignment group, John Heckman and the vacuum group, Amelia Greer, the summer student, Diyar Talbayev the William and Mary postdoc.  In addition the optical design would not have been possible without the expert guidance of Oleg Chubar and Paul Dumas of the Soleil project in France.  Peter Takacs of Brookhaven did the critical metrology tests on the mirrors. 

This is our first major milestone, and we anticipate that the remaining optics will be installed in about a month. 

Let us not forget that this entire enterprise would not have been possible without the FEL funding and team (Navy and Air Force) and the Army Night Vision Lab. 

