MEMORANDUM 

To:

Distribution 

From:

F. Dylla

Subject:
FEL Upgrade Project Weekly Brief –July 19-23, 2004

Date:

July 23, 2004

Highlights:

 On Wednesday we distributed a brief note to our readers about crossing the 10 kW milestone and we promised the details of this development in this week’s report.  Our commissioning team led by Steve Benson and Dave Douglas has taken some extra effort to present these details given the importance of this milestone. Their report is given below.

In addition, to producing 10 kW cw for 1 second pulses at ¼ Hz repetition rate for periods of hours, we obtained the several other key results this week:

-we showed that the superconducting linac could be cycled from full “off” to full “on” at

MW power levels continuously at a rapid rate. This opens up interesting operational scenarios for our various customers and was not a design parameter of the existing RF system.

-the measured core emittance (~5 mm-mrad) of the linac electron beam far exceeds the IR Upgrade specification  (~30 mm-mrad) and also exceeds the more stringent requirement of the UV FEL Upgrade (~12 mm-mrad)

-laser output pulses as short as 338 fs have been made and measured

-the initial magnetic measurements on the new short wavelength (1-3 micron) electromagnetic wiggler are excellent

We will operate the IR Upgrade for one more week and then will shut down to coincide with a 

major shut-down scheduled for the CEBAF accelerator. During this shutdown we will install

one of our new short wavelength (1-3micron) wigglers and make various improvements to both the driver accelerator and optical systems. We plan to return to operations in mid September.

We thank all of our colleagues who sent us notes of congratulation on reaching the 10 kW milestone this week.  We appreciate your support (particularly our stakeholders at ONR, PMS-405, AFRL and the JTO) during the last four years of the design, construction and commissioning efforts for this very interesting new light source.

Commissioning Summary  (Steve Benson and Dave Douglas)

 Last week we managed to get over 1.1 MW of circulating electron beam power but were still unable to exceed 8.5 kW CW, presumably due to mirror heating.  We started this week by reviewing where we were and what we could accomplish in the remaining 2 weeks of operations before the August shutdown.  

The accelerator is providing high quality beam at 145 and 160 MeV.  We can reproducibly set up the machine to have an energy spread of less than 0.4%, a bunch length of less than 0.4 psec FWHM, and an emittance much less than the design goal of 15 mm-mrad.  CSR energy spread growth is minimized by slightly under-bunching the beam.  The match to the wiggler is nearly optimal.  The efficiency from the FEL is routinely above 2 kW/mA for 145 MeV and is up to 2.6 kW/mA at 160 MeV as long as the beam current is 1.25 mA or less.  The efficiency falls off as the current is increased above this.

We have measured beam parameters as a function of beam current and found that we can produce high current with the same parameters as at low current.  The drop off in efficiency must therefore be due to mirror heating effects.  There are three components to the mirror heating:

1. Absorption of fundamental laser power in the mirrors.  We adjust the wavelength of the laser to 5.75 microns in order to lower the absorption down to 250 ppm in the output coupler and 400 ppm in the high reflector. The only way to lower this power absorption below this level is to switch to lower loss mirrors.  This will not happen before we shut down.  The 3 micron mirror set we have has higher losses than the 6 micron mirror set.

2. Terahertz power emitted from the downstream GX magnet.  This is the downside of producing very short pulses.  At 145 MeV we absorb 45 W of THz with 5 mA of  135 pC bunches.  We measured the THz absorption this week with 80 pC bunches at 75 MHz (6 mA) and found it to be even higher, at 60 W.  The absorption varies as the square of the charge so we expect over 80 W at 7 mA.  This means that the efficiency will roll off faster for 75 MHz operation than for 37.5 MHz operation.  We looked at ways to reduce the THz absorbed power by steering the beam upstream of the GX magnet.  In order to significantly reduce the power we need to steer about 25 mrad.  This is too large a bend to allow energy recovery.  Lengthening the bunch reduces the mirror heating but also reduces the laser efficiency.  To significantly reduce the bunch length would require a large increase in the bunch length.  This can only be accomplished by running closer to crest and then we would lose our headroom (actually footroom) for energy recovery.  The best way to decrease the THz absorbed power is to butt a chicane just after the wiggler.  This will be done soon but cannot be done in the next two weeks.

3. When we put the high reflector downstream we found that the absorbed power increased more than we expected.  This is presumably due to the absorption of the second harmonic light from the FEL.  This light is typically about 1% of the fundamental extracted power for a typical FEL.  This means that we expect about100 W of second harmonic power at 10 kW.  The second harmonic emission goes right through the output coupler.  It also goes right through the high reflector but is absorbed in the epoxy that holds the mirror onto the deformable mirror assembly.  Putting a metal coating on the backside of the mirror will reflect over 95% of the second harmonic back through the mirror and greatly reduce the power absorbed by the mirror.  This might reduce the absorbed power by up to a factor of two compared to the present setup.  This solution was deemed to be our best shot at get 10 kW CW.  We are installing our spare high reflector with a metal coating today to accomplish this. 

Since the only solution to our CW mirror heating was a few days in the future we decided to see if we could get around the mirror heating by taking advantage of the long time response of the mirrors to heating.  It takes several seconds for the mirrors to fully deform from high power operation.  If one operates with long pulses but allows a few seconds for mirrors to cool between the pulses one can still be better off than for CW operation.  There are two problems with doing this:

1. As the mirrors heat up they bulge out, reducing the cavity length.  When running CW this occurs so quickly that it is not noticeable compared to the slower but larger drift of the cavity length to larger lengths due to heating of the mirror mount.  For long pulses the cavity length can be put at the peak of the detuning curve at the beginning of the pulse but will move down the power vs. length curve as time passes during the pulse.  For very long pulses one will find that the laser will spend more of its time away from the peak of the detuning curve than for CW lasing.  The efficiency will then go down.

2. To run with long pulses one must be able to operate the accelerator in a mode that it was not designed for.  The machine was designed to operate with short, low current pulses, or CW.  We need it to operate for 1 second or more at over 5 mA with the current, bunch length, energy spread, and beam position and size unchanged for that time.  It was not clear at all that this was possible.

The week started out slow with some problems with a magnet trim rack. We measured the THz power absorption with 75 MHz operation.  As noted above it proved to be higher than for 37.5 MHz operation at a lower current so we decided to operate at 37.5 MHz for this week.

On Tuesday we started out by making some modifications to the RF system to improve stability and reduce the extent of a trip when we have an arc trip in zone 2.  Previously an arc trip in zone 2 when running high current would trip off all three modules.  The response time was shortened so that an arc trip just shuts off the cavity that originally trips.  We then optimized the laser and gradually pushed the pulse length out to 3 second with a 30% or 33% duty cycle.  The power with 1 second pulses was up to 9.5 kW during the pulse.  The current, energy spread, and spot size and position was unchanged during the long pulse.  The power was over 10 kW for 0.3 second pulses but dropped as we lengthened the pulse.  For two-second pulses it averaged to 8.2 kW and for 3 second pulses it average about 7.5 kW.  Finally we ran at 50% duty cycle.  We managed to get 9.2 kW for half second pulses and 8.6 kW for 1 second pulses.  This was without much optimization.

On Wednesday we decided to push things a bit and get up to over 11 kW with short pulses so that we could get to 10 kW for 1 second pulses.  We ran between 5.5 and 6 mA at a 25% duty cycle and carefully optimized the laser.  The power during one second pulses is shown in figure 1.
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Figure 1.  Power vs. time on Wednesday afternoon.  We achieved up to 10.6 kW with 6 mA of beam at 145 MeV.  Since we were running the accelerator quite hard, trips were more frequent than usual.  Some of the “trips” are the mirrors steering off when optimizing the mirror steering.

Finally we measured the power vs. pulse length, all with 5.5 mA beam at 145 MeV and 25% duty cycle.  This is shown in figure 2.  The power falls off for short pulses due to the influence of the turn on.  The mirrors were optimized for the distorted mirrors so they did not distort enough for the shorter pulses.  Also the laser duty cycle can be significantly smaller than the electron beam duty cycle when the pulses get short.  For long pulses the power falls off due to cavity length shortening and mirror distortion.  For three-second pulses, as shown on Tuesday, the power actually falls below the CW value due to the cavity shortening effect.

On Thursday we switched back to 160 MeV operation.  Our improved ability to recover the injector might allow better operation here.  In fact, after some improvement of the match, we were able to easily operate with over 2.5 kW/mA at 0.6 and 1.2 mA.  The THz power absorption was higher than for 145 MeV operation though so we could not productively push the power.  This is a potentially useful configuration for high power if the second harmonic power can be controlled however.

So where do we go from here? We believe that the best way to deal with mirror heating is to attack the source.  If we put a chicane downstream of the wiggler to stretch the pulses far upstream of the mirror we will greatly reduce the THz absorbed power.  If we then go to a setup with the output coupler downstream we will eliminate the second harmonic power (it goes through the output coupler with almost no losses).  We will then be limited by the intrinsic mirror absorption.  At 5.75 microns this should allow operation at 10 kW.  At 6 microns we should still be able to get 7 or 8 kW. For 3 micron operation with the best available coatings we should be able to get well over 10 kW and operate at 10 kW without problems.  Shielding the mirror mounts from scattered radiation and use of screens on the OCCMS should allow very stable operation at high power.   

Changes to the accelerator involve improved availability and characterization.  Operation in the accelerator is limited by arc trips in zone 2.  We need to find the source of these trips and eliminate them.  We should be able to operate routinely at up to 8 mA once this is done.  Replacement of the polyethylene windows in zone 2 should also lower the trip rate in zone 2.  Improved diagnostics should allow us to better automate the matching and beam parameter measurements and should allow faster recovery of saved configurations. New sextupoles and cryo-heaters for zone 3 should allow us to operate at even higher energies (up to 170 MeV).  This will be of great use for the UV laser.
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Figure 2. Maximum achieved power vs. pulse length for 5.5 mA electron beam at 145 MeV with 25% duty cycle.  The point for 0.5 second operation was not fully optimized due to time constraints.  

Beam Physics (Dave Douglas)

Beam physics and machine operations activities were entirely focused on support of high power FEL operation. At the start of the week, there were several options on the table to continue pushing laser power. One was to continue at 145 MeV CW with rotator on, and attempt via a random walk through operating parameters to create a mystical union of factors that would avoid mirror loading limits and machine drifts that were apparently allowing us to generate several, but not 10, kW. This seemed a low-value-added approach. Another was to go back to 160 MeV at 5 mA (or higher current, were we willing to keep the rotator on) with the injector optimized as it has been for 145 MeV, with suppressed halo, and try again there. We note that with a change of configuration - such as going to a different energy or turning on the rotator as we did last week - there has generally been a few to several days of work required to clean the performance up to the point that we can run high power. This approach therefore seemed a bit risky, given the short available remaining run time and the burning desire to get higher laser power. A third tack was to continue work at 145 MeV with intermittant CW operation, i.e. -  allowing mirror cool-down/machine recovery after blasts of CW running. We gravitated to this approach.

The week thus began with a continuation of machine run-in at the 145 MeV setpoint from last week.  This used an injector phasing recovered from the 8.5 kW run a few weeks ago, and had good halo performance. It was adopted in response to halo management concerns at 160 MeV. Having already invested a week in this configuration, we were in fact close to a robust operating configuration - and the system seemed to readily converge to that condition. Having commissioned the rotator last week (running 8 mA or so CW without lasing), we worked on matching and loss suppression while lasing, and by Tuesday the system was behaving well enough that it could run very high powers with limited (though  nonzero, in some cases) losses (see below). This allowed both CW and high power pulsed lasing; with some investigation it was found that "optimum" lasing performance was maintained even while running very long (1 sec) pulses of 5 mA (135 pC x 37.5 MHz) beam at very low rep rate (~1/4 Hz). From an accelerator system and beam dynamics perspective, this IS CW operation - albeit a mode in which we are rather dramatically and violently slamming CW off and on. Astoundingly, the RF system dealt with this quite handily, and the machine bridged the transients well enough that we could dwell in this land for hours at a time without significant operational problems (though we needed to tend to the machine just a little bit - see comments that follow). This allowed extended investigation of FEL behavior high powers; the ensuing study rapidly recovered 10 kW lasing across the macropulse, and it was found that this could be maintained while the macropulse was extended in length to macroscopic periods (1 sec every 4 sec),  thus providing "intermittent" CW running with lasing at 10 kW during the CW period. The mirror loading/machine drifts encountered in full-time cw operation began to become apparent over lower frequency operation (2 sec every 8 sec).

Having successfully met the 10 kW milestone in intermittent CW and with the machine running extremely well, we decided to change everything and go back to 160 MeV, using the rehabbed, low-halo injector. Well, okay, to be fair, the machine was running pretty darn well and we figured we could successfully pursue the first option within the remaining available time...!

The machine quickly restored 160 MeV, but transmission was not clean and the betatron matching not particularly good. This is likely due to the quad powering and reproducibility problems to which we have alluded in the past. A few hours of hacking at the betatron match indicated we could recover good transmission, a good betatron match, and good lasing performance with interesting observations and lessons learned  while characterizing emittance (see comments below). At the time of this report, we are preparing to optimize the transport (manage losses) while lasing at high current, having demonstrated BBU suppression to at least 5 mA CW without lasing and recovered lasing at 2.5+ kW/mA at lower CW currents.

Notes and comments:

1. We have determined that the miniphase procedure tends to push the injector away from optimal halo generation and management over the course of several days. When going from 160 MeV to 145 MeV with the rotator on, we recovered the injector as used for the 8.5 kW run a few weeks ago, and have been holding it fixed at that point by requiring a drive laser phase set point that does not deviate too radically from phasing to phasing. Reference to the buncher gradiant request (GASK) signal helps in this.  As it depends on buncher tuning it is not a completely reliable diagnostic, but does provide a benchmark of the phases that is good to several degrees - an improvement over the few tens of degrees drifts we were creating. Investigation is ongoing; it seems helpful to leave the buncher in RF  overnight to keep it temperature stable. Investigation of why we wandered off is ongoing.

With this injector configuration, halo is much less of a problem, and, further, the full-energy beam energy spread is almost perfectly symmetric around linac crest. The full momentum spread is about 1%, and we consistently get short bunches - 400-450 fsec FWHM - and have had several bunch length measurements under 400 fsec, including one of 338 fsec FWHM (taken the day we got 10 kW intermittent CW). The longitudinal emittance is therefore very good. The transverse emittance of the beam core is also apparently quite good (see below).

2. Transmission during intermittent CW operation was good but still imperfect. We did experience some BLM trips, but these had no associated vacuum activity, were therefore not representative of significant power loss,  and thus could be attributed to occasional transient losses associated with slamming on and off something like a MW of beam. We dealt with this by reducing the BLM sensitivity slightly and monitoring the vacuums just to be sure we weren't actually getting into trouble.

3. The RF system performed amazingly well, particularly in view of the fact it was NEVER intended for this type of use (viewer caution: do not try this at home, we are professionals...). It was intended for low current, steady state operation with modest turn-on/off ramp rates, whereas we were slamming on 800 kW of beam essentially instantaneously. We did observe relatively large swings in cavity detuning angle as the CW period was stretched out - particularly in the second injector cavity (which is heavily beam loaded and run off crest) and the middle cryomodule. This is consistent with expectations. We note that conservation of energy requires that the FEL power come from SOMEWHERE - and because we are dumping the beam at the injected energy, this power must come from the linac. This means, in turn, that the linac is not perfectly power recovered; it actually must proved the accelerated beam with all of the 10 kW the FEL extracts. About half of this power comes from zone 3 - which also has a pretty high loaded Qs and a attendant narrow detuning curve. When these cavities are asked to supply an extra 625 W (10 kW over 8 cavities) of power for 1 sec every 4 sec, they therefore tend to tune a bit (over roughly a +/- 10 degree swings in detuning angle). The other two zones (and injector cavity 3) swing around by only a few degrees (lower Q, lower gradient, lower power draw, less detuning).

In contrast, the 1 kW Demo power recovered and dumped the beam at a bit lower than the injection energy (typically, a few hundred kV lower: 1 to 2 kW divided by 5 mA). The linac took as much power out of the beam as it put in, and all the FEL power came from the injector. In the new machine, we find it undesirable to do this, as it would require sagging the extraction energy by 10 kW/ 5 mA - or 2 MeV - and the ability to control a 7.2 MeV beam in the dump line. We therefore instead recover just to the injected energy of 9.2 MeV. As the beam energy centroid has sagged by 2 MeV after the wiggler (10 kW/5 mA) we thus don't recover the full linac energy gain, and so not all the power is recovered either. It is this that has to be made up by the RF system. 

This issue will be an issue for higher power systems, wherein the laser power must be drawn from either the linac or the injector - take your pick! Either additional linac RF must be supplied to provide it, or a beam dynamics miracle must be performed to allow handling around an ampere of very low energy beam at the dump....!  This also raises a related interesting question for very high energy ERLs, where it is proposed to accelerate 100 mA of beam from 10 MeV or so to 10 GeV, pull out copious amounts of synchrotron radiation power, and subsequently decelerate the 100 mA to low energy. One may speculate precisely what will happen, and surmise that unless care is taken, it won't be pretty.

As noted above, some caretaking was called for during Upgrade operation at very high power. As the system was ramped up, stability was improved if we monitored and occasionally manually tuned cavities as loading increased (this was particularly true in the injector, which is heavily beam loaded, and at the ends of the linac, where the two passes are a few degrees out of phase with one another). Once optimized, the cavity tuning would hold quite well (relative to the beam-gating driven tuning oscillations) and only occasional manual intervention was called for, and then typically only for the most heavily beam loaded cavities.

Operation at intermittent CW was an extremely reassuring activity from the perspective of the design of a high power FEL (you know, REAL high power, not this girly-man 10 kW machine, as the governor of California might say). Given that a 1980s vintage technology RF system designed for quiescent low current operation can drive a relatively high frequency SRF system through MW level transients, it is now apparent to believe that a system specifically designed for this type of intermittent CW operation COULD work - even at tens of MW – this belief no longer cries out for immediate psychiatric intervention. 

4. We've mentioned quad irreproducibility before. We ran into it again - our CEBAF-style trim power supplies (developed long enough ago that they would just about qualify as antiques if they were cars registered in Virginia [I know this for a fact because they are the same age as my Nissan Pathfinder, which I intend to register as an antique in just 3 1/2 more years]) simply can't reproducibly drive quads at the required level of control. We need quad power supplies based on a technology that we have proposed to the JTO for the last few years.

5. In returning to 160 MeV operation, it was apparent the machine would need to be rematched. We therefore had opportunity to take advantage of recent improvements in the viewers, specifically, the filtered cameras that suppress the ghost pulse train. This works very well; the ghost pulses are almost completely obvious and the true size of the beam - the very, very TINY beam - is apparent. Unfortunately, the signal to noise is also significantly suppressed, to the point the image acquisition software often can't grab the image and determine a profile. We were therefore unable to get a complete data set and nail down the match computationally, and the rematch had to be done by guess and by golly. This worked well enough, as noted above, that in a few hours we could run high current CW and were in a position to optimize the transport while lasing. We will continue to work this issue.

We were able to acquire a few images and get an emittance estimate for the core beam. It is apparent the emittance of the core is VERY small - order 5 mm-mrad (give or take maybe a factor of 2), in contrast to the edge emittances of 30 or 40 mm-mrad measured earlier this year. It doesn't look, at least for now, like the core is being blown during transport to the wiggler. This is outstanding news for the UV system, which needs good emittance, and speaks well of our electron source. This underscores, however, a major issue for very high power systems - that of halo.

A significant portion of our operational cycle is subsumed in dealing with transmission problems - from ghost pulse beam, halo, tails, etc. This will only get worse as the single bunch charge and current go up. It is becoming apparent our core beam is very small, but that the tails, wings, plumes, galactic nebulae, horns, cloven hooves, and other whatnot that are not contributing to FEL performance are something of an operational impediment. These large emittance portions of the beam are generally severely mismatched and consume significant aperture. One solution would be to develop a system with multiple acceptances (which, it isn't clear to me, maybe a notion in violation of Hamilton's equations). Another is to build a machine from storm drain culvert. A third is to develop a source with less halo . None of these approaches appears to be challenge-free.
Management:

We had a meeting with our ONR Program Manager at ONR on Tuesday to discuss the joint planning for FY05-07 activities in FEL development at JLab.  Following the meeting we continued to develop the requested program plans, cost and schedule documentation.

This week we were pleased to host the visit of Dr. Graeme Hirst from Rutherford Lab (UK) who is charged with the development of the drive laser system for the Daresbury Lab 4GLS project.

WBS 4 (Injector):

The photocathode gun continued its high performance this week, producing 350 kV pulse beam at 6 mA (1 second pulses) and 5.5 mA CW at 135 pC per bunch. The cathode delivered 189 C with 2.1% QE left since the last re-cesiation. Extrapolating this result to 1.5% QE left (just as in the last re-cesiation), the cathode would have delivered over 230 C. Re-cesiation number 5 was performed today. The QE increased from 2.1 % to 5%. We recovered 96% of the previous QE after this re-cesiation. This cathode has delivered 755 Coulombs with four re-cesiations since it was activated in May 2004. 

Gun HVPS was also exercised this week during the high power run.  It was supplying the 6 ma at 350 kV (2.1 kW) with about a 0.8 kV droop or overshoot and settled out each excursion within a few millisecond back to 350 kV.

WBS 6 (RF):

All RF systems are operational.  They performed very well this week by gracefully supplying and controlling RF power during a high power run of 870 kW peak power with a 1 second on time and a 3 seconds off.  The new cavity tuners in FL03 were actually following this duty cycle.  Their tuning deadband is very tight and would be opened if we were to operate this way very long.  The deadbands for the Quarter, FL02, and FL04 are wider and they actually tuned very little during this high power run.
 

WBS 8 (Instrumentation):

   The multipass BPMs have been an ongoing development for us, but this week we have made notable progress. Firstly, we have demonstrated proof-of-principle for the RF-gating electronics we plan to use. Our primary concern was that the switch would have transient noise as it gated on and off and that this noise would be received by the integrating circuitry and corrupt the measurement. We were pleased to see exceptional performance from the switch as it gated the BPM signals with out adding anything to the observed output. With this success, we are proceeding to implement the timing hardware that will provide the BPM gate signal that is synchronized with the beam to differentiate between the 1st pass (accelerating) and 2nd-pass (decelerating) beams. This timing hardware is the same electronics that provide us with FEL pulse control, namely the drive laser pulse control system (DLPC). The first in-system BPM measurement will likely be made some time next week.
    The upgrades to the AMS and Video systems continue on-track as we prepare for the upcoming down.
    Our plans for a distributed beam-sync timing system are being finalized. The system will employ a collection of the same programmable timing cards we are currently using for the DLPC, multipass BPMs, Happek timing and M55/M56 measurements. The only difference in implementation for the distributed timing system will be that we will use a CAN bus digital I/O controller instead of the VME based I/O modules. The finished chassis will provide 16 channels of independently programmable beam-sync timing.
    Work continues with the controls database. We are continuing to do the data-entry for our local inventory and we are continuing to develop a global pointer system within the database that will provide us with the Bill-Of-Materials capability. This capability will also be used to build and show relationships between all the information in the controls database.
    Fabricated spares for ITV interface boxes and SLM's as replacements for any interface boxes that may fail.  Began master document for the beamviewer system which includes detailed electrical and mechanical setup as to avoid any variation in intensity and magnification.  Created a HTML based web page to allow online, real-time access to beamviewer system information.  The page is available at: http://laser.jlab.org/devlore/filebin/4487/Beamviewer-Home-Page.html When completed, the page will contain all schematics and mechanical drawings, pictures of all the viewers, the new beamviewer system documentation, information on any special implementations, and will include all beamviewer related FLOGs and whiteboard entries. The viewers were refocused and realigned following the filter installation.   
    As we progress toward supplying beam to users work is accelerating on the Laser Personnel Safety System (LPSS). A Request for Information(RFI) as well as Statement of Work for the LPSS PLC purchase was finalized and distributed. Vendors may make bids until Wednesday July 28.  A developer resource kit for access control will be ordered from ADI. Information on wiegand output data on PEP-EXchange readers required before HID MIFARE readers can be ordered.  
    Began implementation of the Photocathode Gun Coulomb Archiver interface. The ability to view a selected day's coulomb data is ready but testing is not complete. It still needs to be run with the true archiver process. In the process of providing the ability to total a range of recorded data for a span of days. Gun charge & beam current has been added to the machine protection  pages and a script for rapidly bringing up the RF in zone 3 is being tested. A single button will compensate for the Lorenz detuning by manually setting the tuners for cavities that tripped then ramps up the RF back to the set point. We are shooting for 10 to 20 second recovery of a tripped zone with a single button.
    The Streak camera computer is experiencing boot problems that are currently being addressed. The extent of the problem is still unknown. A design for storing and optionally using selected masks for the framegrabber is in the works. This providing a user the option to apply a camera's default mask to all frames taken from that particular viewer. There was some frustration with using the framegrabber this week, there was different magnification, sensitivity and alignment issues that we are working to resolve. Additionally new interference filters have been ordered, the will 650 nm with bandwidths of 40 and 80 nm. The existing ones had 10 nm BW
    Three new Charge/Dump Current Monitor Buffer/Driver PCBs have been built and tested.  One of these has been installed in the spare box and is available for use if needed. We have begun an inventory control program for material in stock in Lab 5.  This will include part numbers of components, Specification Data Sheets (if appropriate) and locations of components.  This information will be available in the Configuration & Control Data Base.  Eventually each component used in each chassis will be able to be located using the database's search feature. 
Parts are on order for the GC Magnet Control Chassis and additional Stepper Motor Control Chassis.  Upgraded Video/AMS Chassis have been fabricated and are being tested for installation during the upcoming maintenance down.  Documentation on these chassis is nearly complete as well.
WBS 9 (Beam Transport):
Wiggler 

Electromagnetic Wiggler for 2.8µ 

• 
We started magnetic measurements. 
Decompression Chicane to Reduce Downstream THz 

•   The 12° branch angle vertically down in order to fit within the allotted space is still Dave Douglas’ assumed solution. Unfortunately, we have no designer assigned to do the layout of the long lead-time vacuum chamber for this chicane. 

• 
Theoretical magnet field quality over a 10 cm good field width is achieved in the reworked chicane dipoles. Robin Wines magnetically modeled the new EW dipole, achieving bulk field quality of 2 parts in 10,000 over 12 cm of gap (and a remarkable 3 parts in 10,000 over the full 20 cm of gap). A first attempt at field integral quality is also wider than specification at 2 parts per 10,000 over 12 cm of width. Her solution is to adjust the ratio of current densities between the new central return leg coils and the original main saddle coils. This new way of dynamically adjusting in good field is a very powerful knob. 

•    Magnet Enterprises International of Oakland delivered 6 of the 24 extra central return leg coils needed for the four EW dipoles. 

• 
We got another bid on the cooling plates for the extra coils that is high. We are working on a solution. 

• 
The shop received the new return leg steel material and is starting to rework the DW dipoles into the EWs.

• 
Michael Snyder finished the details of the strong back to support the 2.8µ EM Wiggler. It is out for estimate to two vendors. He is now working on a cover. 

Sextupole (SF) 

•
With the successful 10 kW run, we are now in position to get authorization to start procurement. 

UV Branch Line 

•
We are almost finished working on a WBS costing of the remainder of the UV activity.

WBS 11 (Optics): 

Plan A is to obtain low loss 6 um optics.  
In an effort to reduce the overall heat load on the downstream (of the wiggler) optic, (Recall that it absorbs fundamental and second harmonic laser light and THz radiation) we sputtered the back of the spare HR with ~ 200 nm of tungsten.  This should create a robust (with respect to gold) high reflector of the second harmonic.  Thanks to Joe Gubeli of our group and Tom Elliott of the SRF infrastructure group for accomplishing this on a very short timescale.  The mirror was bonded onto a deformer, calibrated, and installed today (07/23).

Operation at 10 kW output for 1 second subjects the cavity optics to intracavity powers of 125 kW, irradiances of over 30 kW/cm^2 and peak irradiances of over 1 GW/cm^2.  We see no degradation in performance.

 

Our three Plan B's had the following progress:
Cryomirror:
We did another test of a 3 inch sapphire optic mounted in a conventional mount, and found that there was no significant change in ROC with temperature.  We are still analyzing the data to confirm the aberration stayed low.  We did one run with a 2" optic.  We will start another test today or Monday.

2.8 micron mirrors:  
We are awaiting the opportunity to do calorimetry on our witness samples to assess coating vendor performance.

Scraper outcoupler: 
No progress since the last report.  .  

 

Other activities:
On Sunday, C. Behre and D. Hardy from our group used frame integrating camera to assist in finding the launch and retro reflections for the HR OCMMS.  They saw the far-field pattern of the launched beam on the optic, but did not see the retro.  New, somewhat coarser screens will be gold-coated and readied fro installation.  The screens will be installed so the beam does not encounter them at normal incidence, which should help as well. Parts for the home-built cryopump for the optics vacuum vessels have arrived, and once assembled, will be installed on one of the assemblies in the vault to speed pumpdown.  The synchrotron light was nearly routed to the input of the streak camera when the actuators for the turning mirrors quit responding.  We'll troubleshoot it during today's down and hopefully, will begin getting data next week.

A. Grippo has implemented a simple script to lock the cavity length of the drive laser.  We've used it for about two weeks, and overall is a help.  We need to improve performance of the lock by measuring the drive laser pulse length, and will begin implementing that.

Monday through Thursday we hosted a visit by Graeme Hirst, Rutherford Appleton Lab. He runs the group implementing the drive laser for the 4GLS project in the UK.
Terahertz Project:

Work continued on the mirror mounts, and meanwhile M3 (plane) has been polished.  We started the procurement of some filters and vacuum components that will allow experiments to commence in Lab 3a.
