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Highlights:

During the first week of the summer shut down for the FEL, we launched into many activities for this first extended maintenance/installation period since we resumed FEL commissioning in November of last year.  These hardware activities are largely focused on bringing the FEL back online in a configuration optimized for highest power operation in the 1-3 micron range. Specific tasks this week included:

  - 
Continued measurement of the new EM wiggler in the test stand where we verified a maximum value of the wiggler “K value” of 1

  -
Pulled the outcoupler optic from Upstream optical cavity assembly in preparation for cryogenic mirror test

  -
Pulled  the OCCMS shields and discovered damage due to overheating from stray optical radiation

  -
Simplified the THz debuncher design (which will reduce the THz power loading on the outcoupler); and we are intensely working fabrication plans to install it ASAP.

  -
Began rework/replacement of several magnet power supplies which had marginal performance

  -
Began a long preventative maintenance task list for the RF system

  -
Continued analyzing optical performance in last run and began a number of re-works for optical system performance improvements in preparation for 1 to 3 micron operation with the new wiggler. 

 

We were pleased to play a role in this week’s “Naval-Industry R&D Partnership Conference” held in the Reagan Building in Washington. The recent 10 kW milestone achieved with the FEL Upgrade was highlighted by the first three speakers of the conference: CNR Jay Cohen, Secretary of the Navy, Gordon England, and VADM Arthur Cebrowski, who is heading the DoD Office of Force Transformation.  Jefferson Lab hosted a booth in the Conference exhibit with highlights on recent FEL accomplishments that are relevant for both industrial and defense applications.

This week we say farewell to three students who spent the summer with the FEL team:

Lauren Huie from Binghamton University, Stu Bergeron from Virginia Tech and Alice Ohlson from Thomas Jefferson High School. The abstracts from their summer project reports are given below. We wish them well in the next school year and look forward to having them come back.

We also say farewell to Lt.Cmdr. Jim Thompson who devoted his summer Naval Reserve duty with us on optics development.

Commissioning Summary (Steve Benson):

   Since we wanted to work right up to the last minute last week before we shut down for August we did not report on commissioning activities for the week and will report on them this week. 


   Monday (July 26th) proved to be frustrating and unproductive.  The morning was spent recovering from a CHL trip over the weekend and getting the optical systems back in working order.  We were able to miniphase and start working with the beam by early afternoon and took some data on the energy distributions in the second arc as a function of the trim quad set-points in the first arc.  We then had another CHL trip and spent the rest of the day recovering from that. 
   Tuesday started out much better.  We recovered the previous weeks setup and obtained lasing with the new high reflector with a metal backing layer.  We lased about as well with the previous 6 micron high reflector mirror.  We got about 1600 Watts with 0.63 W, 3200 W with 1.25 mA, and 5.4 kW with 2.5 mA.  This is the same 2.6 kW/mA (1.63% laser efficiency) at low current we got with the old mirror.  After that things went downhill quickly.  We were plagued with trips of the RF IOC.  In addition, a CARM in the back equipment room started to have communications problems and tripped us out of beam permit.  When we brought things back up we found that there was a pair of flaws in the machine protection system that allowed us to bring up the gun with the drive laser on but attenuated.   This ruined our quantum efficiency and forced us to do a recesiation. 
   Wednesday we found the problem with the RF IOC and fixed it.  We also fixed the problems with the MPS and a couple of other issues.  When we finally came back on it was already early afternoon and we decided to switch gears and run zone 3 at 80 MV accelerating gradient.  We set this up and was able to run up to 2 mA of energy recovered beam with the module at over 

80 MV voltage.  The limit on the current was a failed attenuator.  We briefly ran up to 83 MV with no beam.  Only one cavity gave us any trouble in this zone. All the rest ran stably at drive high gradients.  This means that, once we have new sextupoles, we can run the accelerator energy up to 170 MeV.  This will be a great help for the UVFEL. 
   On Thursday we switched gears again and ran with the 3 micron mirror set.  We obtained reasonably good lasing performance, getting about 2 kW/mA performance without too much optimization.  We then lowered the power to 50 W and let Michelle take calorimeter data on two different 3-micron mirror coatings. 
   On Friday (July 30th) we did some difference orbit measurements and tried again for a high power CW run.  We could not get very good performance from the accelerator or laser however.  We could get up to just over 2 kW/mA at low current.  When we tried to run high current we found that the downstream mirror was strongly absorbing the light.  We were able to run about 5.5 kW with this setup but only 4.4 kW at 2.5 mA.  It was not clear what changed in the accelerator to produce the reduction in laser efficiency.  It was also not clear why the high reflector suddenly had very high absorption.    We shut down on schedule at 1700 hours. 


   This week we are reviewing the performance and data from the last 8 months of lasing.  Some things are becoming clear: 
1. The injector is performing very close to PARMELA simulations.  Even when we find that the laser likes a different injector configuration, it is clear from subsequent PARMELA simulation why that might be the case. 
2. Operation with longer micropulses in the linac has reduced space charge effects to the point where we are close to achieving design electron beam performance. 
3. More work on diagnostics is required to ease setup and tuning.  This is still a rather painful exercise and can be better automated if the diagnostics are improved. 
4. Recovering the electron beam with 1.6% laser efficiency is a bit tricky to set up but seems stable once set up.  During the last couple weeks of running we achieved this efficiency routinely.  Our main goal in the next few months is to find easier setup procedures for this.  Achieving this much efficiency on a routine basis is quite a significant accomplishment in itself.  Remember that the IR Demo had a typical efficiency of only 1% and achieved up to 1.5% at low current only once.

Management:

We began writing papers/abstracts for the upcoming International FEL conference at the end of this month, and the Boulder Optical Damage Conference, and DEPS Symposium scheduled later this Fall. An important part of this preparation is assembling the data summaries from our near continuous run which began last Nov. 16th.

On Monday, Aug. 3rd we hosted a tour and briefing on the FEL Upgrade for Dr. Stephen Lubard, the Technical Director for Science and Technology for ONR. Our ONR Program Managers, Michael Deitchman and Quentin Saulter joined us for the visit.

With the above discussions and continued contact during the week at the ONR-Industry Conference in DC, we and our ONR program managers have agreed upon the scope of FEL activities for the next three years which will be included in the draft FY05-07 MOA currently being written.

On Friday, Aug. 6th we had a visit from Major Gordon Johnson from the Joint Forces Command in Suffolk for a tour and briefing on the current status of our FEL development.

WBS 4 (Injector):

We are doing studies on the cathode dark lifetime. After FEL operations ended last week, the QE left on the cathode was 2.7 %. We are measuring the QE on a weekly basis. This cathode, installed back in May of this year, has delivered 940 Coulombs so far, and it has been re-cesiated 6 times. 
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"The graph shows the cathode performance since its installation. The bars represent the 'used' QE to deliver the charge indicated by the red dots for each re-cesiation. It is clearly seen that the gun vacuum event we experienced during the last week of FEL operations before the maintenance shutdown (see re-cesiation#5 on the chart), had a negative impact in the cathode performance. Despite increasing the cathode QE from 2.2% to 4.8% with re-cesiation#6 after the event, it took 2.1% of the cathode's QE to deliver only 30 Coulombs to conclude the last two days of FEL operations before the maintenance shutdown. If the cathode had recovered the performance shown in re-cesiation#4, for example, it would have taken only 0.5% QE to deliver those 30 Coulombs. Based on these results, we are planning to do a cathode heat clean towards the end of the FEL maintenance shutdown period to resume operations with a fresh cathode."

Gun HVPS - Transferred SF6 gas and removed Conditioning Resistor between HVPS and Gun in preparation for MPS tests by the I&C group. Removed the 1 stack or 2 stacks control circuit from the HVPS Slave Driver Unit.  After modifying the voltage control of the HVPS, the

system was very well behaved in both pulsed and DC operations and this circuit was not needed.

WBS 6 (RF)

Injector RF - Replaced all old or damaged conformal RF cables this week.  The cables have been secured in the klystron HVPS's.  The stick-on pads for tie-wraps were falling off and this made it

difficult to keep the high voltage cables in place.  The Quarter cryomodule was warmed in preparation to check the RF windows for leaks or contamination.

Zone 2 RF - Replaced all old or damages conformal RF cables this week.  Removed extra couplers and cables left over from an earlier BBU experiment.

RF System - A Power PC with upgraded software was installed and is running smoothly as IOCFL01.  The RF software to run Miram curves was extended to include zone 3.  The Cryo Heater software and screens were reviewed and being corrected to smooth the FEL cryo load.

WBS 8 (Instrumentation):

A special thanks to Lauren Huie and Stu Bergeron our SULI students this summer (Student Undergraduate Laboratory Internship) They both did a terrific job on the Laser Safety System design and on improving electron beam diagnostics (for Dave & Steve :-) ) Here are their abstracts:
    Laser Personnel Safety System Design Required for Ultraviolet Free Electron Laser and Terahertz Radiation.  LAUREN HUIE (Binghamton University, Binghamton, NY, 13902) KEVIN JORDAN (Thomas Jefferson National Accelerator Facility, Newport News, VA 23606). The Thomas Jefferson National Accelerator Facility (TJNAF) Free Election Laser (FEL) facility houses various class four lasers, as classified by the American National Standards Institute (ANSI). These class four lasers require both engineering and administrative controls to protect laser users. Currently, the Laser Safety System (LSS), an interlocking system, provides personnel protection against the hazards of the class four infrared (IR) FEL beam and table top lasers. The FEL machine will undergo a major upgrade thereby producing both infrared and ultraviolet (UV) FEL beam. The terahertz (THz) radiation will be channeled from the FEL into a user lab. The existing LSS does not meet safety requirements for these multiple laser hazards. LSS system level analysis has identified areas requiring improvement. Firstly, the modicon programmable logic controllers (PLC), which now control the LSS, have insufficient resources to support the FEL upgrade and must therefore be replaced. Next, a more efficient system of access control is necessary, as each user lab is an access point to multiple laser hazards. Lastly, tedious hard wiring of communication requires an upgrade of both efficiency and aesthetics. These improvements will form a strong foundation for the new Laser Personnel Safety System (LPSS) design. The LPSS will not only offer protection against the IR FEL beam and table top lasers, but will now interlock the new hazards of the UV FEL beam and the THz radiation. The UV transport line requires duplication of IR beam blocking mechanisms. Master and slave PLC resources will double and triple respectively. Upgrades to access control will be expanded to include additional user information.  In addition, indication of proper safety goggles will minimize human error associated with multiple laser hazards.  Communication from the master to the slave PLCs will exist in a ring configuration to form a self-healing network. Each location on this network must be stand alone to ensure communication will not be destroyed.  Fail-safe communication will allow users to continue safe operation of table top lasers should FEL operation cease due to power failure. Sufficient system resource flexibility is necessary as the installation of the UV FEL beam and additional user labs may not be completed at the time of LPSS installation. Diligent design of PLC software and fail-safe interlocks of the LPSS will save the lives of scientists using the facilities at the Jefferson Lab.
    Stu's (from Virginia Tech): New methods of signal processing of beam diagnostic systems for the Free Electron Laser (FEL) at Thomas Jefferson National Accelerator Facility will provide a better means to measure beam position and current.  The existing Beam Position Monitor (BPM) system uses electronics adapted from the Continuous Electron Beam Accelerator Facility (CEBAF) machine for use in the FEL.  This involves running large and expensive Radio Frequency (RF) cables out of the beam tunnel to high dynamic range electronics.  The new BPM system will use embedded processors that take advantage of cell phone technology and the relative low dynamic range of the electron beam current in the FEL.  Our team has tested the processors, filters, and amplifiers used in electronics chosen them according to their performance.  This will allow complex BPM computation to be done more efficiently and with smaller, less expensive parts.  The new processors are to be placed inside the tunnel, cutting down on the need for RF cable and running high-speed serial communication wires out of the tunnel.  A circuit board designed by our team for RF to DC signal processing will also be built for the Beam Current Monitors (BCMs).  Both BPM and BCM prototypes will be tested with signal from the FEL through Experimental Physics and Industrial Control System (EPICS) software and they will be calibrated.  The new system, once in place, will allow for accurate beam measurement of beam position and beam current with simpler equipment.
    The new electronics boards for the beam current monitors arrived this week, just in time for their showcase at the Jlab student poster presentation.  After the surface mounts were added to the board testing began. In an effort to prepare for future Stepper Motor Channel requirements the rack(FL07B11) within the control room was re-configured. In the preparation for expansion, general clean up and removal of irrelevant cabling within the rack took place. To assist the FEL Optics team with the cryo-mirror testing, cabling and configuration of the diode read backs in Epics occurred.  This is a permanent installation that will allow temperature measurements of the mirror for testing and during operations. 
    Preparations are in progress to allow for a reliable set of spare HVPS Control PCBs.  Two Analog I/O boards and one Digital I/O board have been completely assembled and passed initial bench testing.  Field testing will commence at an opportune time.
     Two of the primary simulation tools used to model the FEL (DIMAD and PARMELA) have been archived in the configuration control database (devlore). The TDBBU software and all of Dave Douglas's work will be
archived as well over the next few weeks. Access to the simulation software is restricted to authenticated JLAB users. Special thanks to Kevin Beard for his diligent effort to organize and document the FEL modeling tools.
    Implemented the required EPICS channels for the new Framegrabber masking system. The new system allows the user to store a mask for each viewer and optionally invoke the use of the mask. The use of the mask is
interfaced with a MEDM screen containing a series of on/off switches with indicator lights. The code for the Framegrabber has been modified to accommodate the new system and has been tested.
    The EPICS channels for the Photocathode Gun Coulomb Archiver have also been put in. Only some of the hardware for updating their values is required before full completion of the Archiver. Opening stages of the full integration of the simulation modeling systems for the FEL has begun. The proposal for the necessary actions is being revised and put out today.  The controls database pointer functions are done but the site has not yet been updated to provide their use. This will happen after a bit of beta testing. A method to allow the server (laser.jlab.org) to access (via SSL) the burt/All-save data on the FEL file servers is being developed. When finished, we will be able to make an automated connection between the
EPICS process variables (like magnet and RF settings) and the simulation software. We were successful in getting the new AMS chassis to communicate with the new EPICS software over CAN bus. And our 1st AMS chassis pair has been given to the main machine (CEBA) for use in their control room.
    Final Statement of Work for LPSS was sent to the procurement department. The new laser safety system will be built and assembled to our spec so openly the field wiring and PLC programming is left for us to do.  I class card readers have been researched. Quote for one card reader and developers resource kit is expected within the next two business days. Mifare card reader and developers resource kit are expected to arrive today. All documentation for PLC and card readers has been filed. Disconnected the magnets in the wiggler and removed the beam viewer camera assemblies (except for ITV4F06B). We are building a new crate for the Si Diode Temperature Monitoring system.  Four new boards have been built and are programmed ready for testing in the system. 
    The cameras were removed from the second arc for repair and modifications.  Currently, comparing prices on different types of aluminum for the THz hutch to ensure the best quality for the best price. Designed and built a circuit board for the THZ detector signal processing. The buffer board will be used to correct the DC offset in the THZ trigger and amplify the signal. The Circuit board was also designed to delay the trigger signal by a few milliseconds (Delay range: 4ms to 44s) so the data acquisition starts when the frequency of the LADP signal is about 11kHz.
WBS 9 (Beam Transport):
Wiggler 

Electromagnetic Wiggler for 2.8µ 
•
The wiggler saturates a bit at full field. It requires about 8% more current at full field (1.97 KGauss) than an extrapolation from 1.36 KGauss indicates. It also requires much more current in the trim coils to bring the end poles to their 25 and 75% of normal field requirement. 

•
We were able to do our first scan of about half the poles at full field. Field uniformity is not as well held as we at first thought. There is a small gradient in the undulating fields from the end caused by the lower field, unsaturated end poles. It remains to be shown that this saturation will affect the wiggler operation. The first integral should be nominally zero despite saturation because this is an antisymetric (even number of poles) wiggler. Any off sets at one end are cancelled by reverse fields at the other end. Steve Benson is studying the first set of data. 

• 
The Stepper Stand measurement apparatus is able to record data so accurately that we can reliably stitch readings from both sides of the four blocks that maintain the magnet gap with great accuracy. But the process is tedious because the vertical probe movement to jump to the next gap opening is not motorized. Ideally, scans should be done with the four upper gap-maintaining blocks removed. At weeks end we are investigating using 4 non-magnetic C Clamps to force the gaps back into their original position when the blocks are removed. We will be able to return to the original gap with great accuracy using magnetic measurements at full field. One half Gauss, which we can see reliably is the equivalent of .00025 inches.

Installing the EM Wiggler and Decompression Chicane to Reduce Downstream THz 

•    David Douglas decided that the use of the proposed EW dipoles causes a change in the path length beyond the range of the GG path length correctors when straight through operation and chicaned operation are required. He has therefore opted for using the available wide aperture GW Dipoles in a smaller angle chicane where the straight through optical beam shares that same chamber as the offset beam. At week’s end we are working on layout of simple beam chambers for the above case as well as simple stands for mounting the dipoles. 

• The contract for the strong back for the 2.8µ EM Wiggler was placed with Process Equipment of Tipp City, Ohio.

Sextupole (SF) 

•
Procurement on hold, pending release of funds. 

UV Branch Line 

•
We are working on the project management inputs for the UV activity. 

Daresbury Collaboration 

•
We stripped the 13 quadrupoles off their girders and are preparing the remaining magnets for shipping.

WBS 10 (Wiggler):

Scans were taken with several different currents of the electromagnetic wiggler.  The scans concentrated on the entrance region to see how saturation effects change the field integrals as a function of wiggler excitation.  This data is being analyzed to determine how to set the trim coils at the wiggler entrance and exit. (see details in WBS 9 report above).

WBS 11 (Optics): 

Progress occurred in the following areas:

Cryomirror:
Next week we are doing a full dress rehearsal of a cryogenically-cooled ZnSe mirror in the optical cavity.  For the last two days we have been preparing the optical cavity for this test.

2.8 micron mirrors:  
We are tracking progress on refurbishment of optics.  A contract to have them coated with a vendor of known, lower loss coatings is in place.

Scraper outcoupler: 
No progress since the last report.

 

Other activities:
   We began the week with removal of the portable laser vacuum calorimeter, which no longer needs to be in the vault.  Over the next month it will be used to qualify 1.06 um coatings.  We continue to coordinate with the Machine Shop and the Mechanical Engineering Group on the fabrication of optical transport hardware.  

   These last two days have given us some evidence of the side effects of very high intracavity power.  We found a small ball of indium on the periphery of the outcoupler.  Our current hypothesis is that beam walk-off caused some melting of the indium, most likely the oxide, which would strongly absorb the laser fundamental.  We also found that the old-coated stainless steel screens we placed before the beamline OCMMS viewports to intercept THz and scattered laser radiation had regions where the gold had completely ablated from the mesh.  On the downstream side, the bare mesh had melted through the center of the ablated zone.  We don't have a good explanation of the cause, but will work to come up with a solution before we start operations.

   Today we say goodbye to Lt. Cmdr. James Thompson, who worked with the Optics Group for his 2 week Naval reserve tour of duty, and to Alice Ohlson, a student at Thomas Jefferson High School for Science and Technology.  Alice did a study of the HR mirrors that were used in the IR Demo FEL.  Her abstract reads:

 

"Two pairs of mirrors were examined to determine if cosmetic surface flaws were exacerbated by exposure to high-power laser light. Of each pair, one had been used as the high reflector mirror in the optical cavity of the IR-Demo free-electron laser (FEL) at the Thomas Jefferson National Accelerator Facility and exposed to the intracavity laser beam, while the other had not. The irradiance incident on the ZnSe high reflector during 6um lasing did not cause damage to the optic and consequently did not degrade the laser output. However, the irradiance incident on the 1.064um Sapphire high reflector was great enough to damage it but apparently did not result in a degradation of laser output capabilities."
