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Highlights:

We are pushing the power up at 6 microns having achieved 4.1 kW CW at 7.0 mA today. 

(a new record for FELs and double the IR Demo power output).

It was not transient event, we could hold the power steady for 15 minute periods at this level as we tuned around the optimal parameters.

In the last hour of operation today, we delivered 14.5 MJ of laser light.

Yesterday we came to an important realization why we see our lasing efficiencies sag from 

800 kW/ma to 500 kW /mA when we cross the 5 mA barrier.  As a result of a comparison of the changes in bunch length with careful observations of the changes in voltage of the injector cavities as the current is pushed upward, we identified a cavity tuning effect which can be dealt with manually at the moment and hard coded into our rf control system later. (See below for details).

Before we switched from operation of the scraper output coupler at 10 microns, which we described last week, we determined that we had outcoupled 2 kW at 4.2 mA. Since this configuration would not scale to 10 kW in its present configuration, we switched to operation with the 6 micron transmissive outcoupler for the work described this week and for next week.

(a few more details on this work are also given below).

Commissioning Summary (Steve Benson and David Douglas):

   It was a good week.  Running at 3 kW is now rather routine, as is running at 7 mA.  We can reproducibly produce 800 W/mA at low current.  We have a much better understanding of how the machine changes due to beam loading as the current is raised and how to keep the bunch shape at the wiggler constant as we ramp up the current.  A summary: 

   On Monday we continue studies of the scraper output coupler.  Last week we ran the "10-10" accelerator configuration.  This setup has both the second injector cavity and the linac 10 degrees off crest.  It has a smaller energy aperture than our other good setup, the 20-15 setup.  It does have a more compact microbunch at the wiggler however, so the efficiency is higher.  We found on Monday that the efficiency was still around 500 W/mA at low current (with some uncertainty due to lack of knowledge about cavity losses around the system.  The system is extremely hard to manage however since the cavity length first changes quickly shorter and then drifts longer.  If one does not keep up with this the laser stops lasing and you must re-steer the cavity, and change its length.  This makes it very difficult to measure the power since the power meter takes several minutes to come to equilibrium and the laser almost always trips off before this time. It became clear however that we would not get any more power than last week.  We think that we may have gotten close to 2 kW last week. ( A correction from the 1.4 kW noted in last week’s report). Though this is much higher than using a dielectric output coupler with similar (several thousand ppm) loss, it was clear we were not going to make 10 kW using the scraper.

   On Tuesday we re-cesiated to bring the quantum efficiency up high enough to run for the rest of the week.  We then spent the afternoon trying to optimize the energy acceptance of the 10-10 configuration with strong 6 micron lasing. 
On Wednesday we optimized the laser with pulsed lasing and demonstrated and efficiency of 800 W/mA with 4.678 MHz CW beam.  We then ran up to 5 mA at 37.5 MHz and obtained 3.5 kW of power at 5.7 microns (700 W/mA).  The efficiency was not a strong function of charge and we also obtained 2 kW at 3 mA at 37.5 MHz.  When we ran up to 6 mA however the efficiency dropped and we were only able to obtain 2.5 kW.  The mirror heating was not the problem since the power absorbed in the mirrors was only about half as much at 6 mA, 2.5 kW as for 5 mA and 3.5 kW.  Something in the electron beam was changing as we ramped up the current. 
   On Thursday we chronicled the bunch shape at 135, 108, and 80 pC using the THz spectrometer.  We also measured the spot size and position on all the synchrotron light monitors at 4.678 MHz for the same charges so we would compare them at 75 MHz. The energy at the linac exit was clearly dropping as we raised the current.   The bunch shape at the wiggler was also changed.  We tried changing the second injector cavity phase to recover the energy and bunch shape and it did not work.  Lowering the cavity gradient did restore the energy and the bunch shape but it also lowered the injector energy.  Finally we used the linac gang phase to raise the energy and recovered the bunch shape and linac energy while maintaining the injection energy.  We were able to get over 3 kW at 6 mA by lowering the injector second cavity gradient and got to over 3.6 kW with 7 mA of current.  We were overly hasty in raising the current past 8 mA however and had a waveguide arc in the injector cryounit that caused a gun arc.  We then did a quick heat clean and recesiation and continued to push for higher power today.   Mirror heating has not been an obvious source of problems with these mirrors as long as we stay close to 5.7 microns.  Heating in the high reflector may keep us from obtaining more than 7 kW but we receive new mirrors next week that should have much lower losses.  Unless we can get higher efficiency it does not appear that we can get hit the 10 kW at this linac energy.

David Douglas Comments:

This week provided a great deal of useful experience running the machine while lasing and led to considerable understanding of the system's behavior during high power operation. Things that became clearer:

1.
Proper restoration of the dipole strings and shunts is vital to maintaining the orbit, bunch length, and successful energy recovery. To this end, note that:

a)
you have to keep the orbit in the same place (mm-ish levels) through the trims (particularly sextupoles and octupoles) or the bunch length compression at the wiggler and energy compression during recovery don't work very well.

b) the path length trim DOES NOT reproduce very well. It is buried in the 180 degree bends and you have the choice of either making it easy to set or making it reproduce. The signature of path length error is very clear - the beam doesn't turn the corner into the dump cleanly - so we chose the former. But you DO have to set it each time you bring the machine up

c)
in high power pulsed mode, loss of the leading edge transient of the pulse train is typically associated with path length error. Loss of the body of the pulse train (as a rectangular block in time) is quad/sextupole. Loss of the tail (as a triangular block in time) is quad/octupole. You separate the orders by not lasing, lasing weakly, then lasing hard.

2.
The "miniphase" procedure gets you back to short bunch and good laser efficiency. This is good, because the machine drifts on a 2 to 4 hour time scale, and so you need to miniphase roughly that often. The WesCam has made the murkiest step of this procedure (setting the spot size after the cryounit) quantitative - you want a 190x122 pixel FWHM in x&y.  We are getting to the point that this procedure could be automated.  Typically we see at worst a few degrees shift of the drive laser, a degree on the buncher, small fraction of a degree on the last unit cavity, an a modest fraction of a degree in the linac gang phase. Miniphasing helps recover the bunch length

3.
The machine runs very stably at high current (7+ mA) and moderate power (3+ kW) provided you hold at 5 mA to allow the RF to tune in and then go up 1 mA/5 min or so. "Walker's Walk-in" of unit cavity 3 (tune to 0 detuning angle at 5 mA, put tuner in manual mode, and manually tweak the detuning angle to 0 with each current step increase [just a few hundred tuner steps], and then LEAVE IT ALONE) works very well. The detuning angle swings off positive if the current drops, but recovers reproducibly and nicely when the current comes back up. The cavity seems to turn on perfectly fine after trips, even with large (35+ degree) detuning angles.

4.
The criticality of bunch length to laser efficiency was emphasized by this week's running and we think we now understand the efficiency roll-off at high current.  We saw, over the course of hours, the efficiency (W/mA) would fall off. We noted Wednesday that it recovered (at least partially) after miniphasing. This also correlates with improving the bunch length. We therefore started checking phases about twice as often, and had better conservation of efficiency. This led to a major collective epiphany on Thursday, when various bits of information came together. We had noted that the injector energy RISES as it beam loads (issue related to RF control of the 2nd cavity of the unit). The compaction of the injection line thus leads to a shift in beam phase at the linac - resulting in an energy sag at the wiggler. Given the compaction management scheme, this also leads to a shift in bunch length.

This was clearly observed by monitoring the THz spectrum as we went from low current (4 MHz) CW to high (75 MHz) current. Changes in the spectrum - that is, the bunch length, correlated with degradation of laser efficiency at high current. Bunch length was then recovered by dropping the gradient of the cryounit cavity that was suspected of "antisagging", restoring the injection energy, recovering the bunch length and with it the lasing efficiency. We quickly got to 3.6 kW at around 7 or 8 mA, and were clear at that point on what parameters to tune on: in addition to the usual FEL parameters, we could adjust (take your pick) unit cavity 3 gradient, linac gang phase, compaction trims (this gets tricky - we found we have to do both arcs to keep recovering cleanly - the recirculator needs to be isochronous!), ... to keep the bunch length fixed while raising the current.

As we started a second push, we got to 2.85 kW at 6 3/4 mA. with power tracking current nicely when the power meter locked. It didn't change when we went to 8 mA and prepared to tune the bunch length, whereupon the whole machine crashed on a waveguide vacuum fault/gun valve closure, for which we had inadvertently missed the precursor vacuum activity because of an error in the monitoring striptool vacuum graph scale. Oops. We were probably at 3.3 kW/8 mA with less than optimal bunch length, correction of which would have pushed that up.

5.
Odds & Ends:

a)
we noticed the "10/10" machine - long bunch at injection, acceleration close to crest - seemed to run a bit better than the "20/15" machine. This seems to be associated with a shorter bunch, and occurs despite the lower overhead (underfoot?) voltage available for energy compression during recovery.  We are lasing with better efficiency, so there's some free overvoltage provided by the lower centroid energy. "10/15" runs badly, as noted in earlier discussions, because the ghost beam is badly overbunched and very difficult to control with only 1 2F sextupole family.  Maybe we can try this again when we split the sextupoles... because it does give a very short bunch.

b)
than God for octupoles. You turn 'em off, the machine trips.

c)
machine seems to be reproducing & recovering pretty well. Must be time to put in Zone 3 and mess everything up by moving to a different energy range.

Management:

We started preparing for the May 6th Navy review of our progress on the 10 kW campaign.

We are looking forward to showing our Navy program managers and the FEL steering team our progress and discussing the path forward.

We thank the ONR Program Office and the DOE Site Office for completing the transfer of the 

funds (as of today) requested for the present campaign. 

The funds for the FY04 AF program were also made available this week. The final review of the FY04 Aerospace subcontract is in progress.

WBS 4 (Injector):

On Monday we performed a re-cesiation on cathode # 10 (made on Apr 12th.) and obtained 3.5% QE. This cathode produced an average of 120 Coulombs between re-cesiations. On Thursday, a trip in the injector quarter cryo unit -caused by waveguide vacuum while running close to 8 mA cw- destroyed the QE on the cathode. This Friday we made a new cathode (number 11). The QE for this cathode is 4.5%.

WBS 5 (SRF):

The 3rd FEL cryomodule is ready for installation in the linac.

WBS 6 (RF):

RF - All RF systems were operational the entire week.    "Window-washing" of the Quarter's windows will be repeated to improve their power handling capability.

The tuning control of Quarter cavity 3 is being reviewed for possible improvement.  Since this cavity operates off-crest, beam loading significantly affects the cavity tuning and control.

WBS 8 (Instrumentation):

In the same fashion that we have extracted FEL allsave data from the BURT archives, a method of reporting all of the EPICS applications that are currently running on all of the FEL iocs has been established.  This will allow us a real-time tool for tracking software changes in the FEL operations software.  EPICS applications in the iocs will be listed in the configuration control database for proper tracking.  Another obstacle that has been overcome is an FEL user's ability to make a log entry from off-site without needing to go through n-layers of encryption and having m-programs involved.  This will be implemented as a function of the browser-based off-site log reader which is essential to providing seamless integration of the FEL operations logbook and the configuration control database logbooks.  After the next update, authenticated (via the JLAB CUE username/password) users will be able to use the purely browser-based pages on laser to make flogs.  This feature is fully accomplished without compromising Jlab's responsibilities to cyber-security.  The only requirement is that the client's browser is capable of 128-bit encryption.

   The online EPICS screen from web-video server #2 has been updated (http://129.57.20.46:1497/view/indexFrame.shtml).  The new screen now gives the real-time readout of 1) the Gun Voltage, 2) the dump current, 3) the Macropulse Duty-Factor, 4) the Micropulse Frequency and, or course, 5) the FEL power output. In addition to these 5 process variables, we have included a strip-chart graph that shows the past 1/2 hour history of all 5 variables in order to show recent trends and peaks.

   The Framegrabber user manual is completed and on the Framegrabber MEDM page.  This was written to provide the explanation on what the "pieces" do for the user.  It will also clear up any questions about how some of the calculations are performed.  In the process of writing a manual on how to perform tasks that are needed to update the software, i.e. calibrate new/changed cameras or update the help file.

   The ongoing problem of "missed" frames of the Framegrabber is being addressed.  With software separate from the Framegrabber it was proved that all software is being executed properly.  The system hardware needs to be analyzed in greater depth to determine what the culprit may be.  Some effort was put into cross training on the GPIB devices that are running in our system.  Have understanding of the main ways of debugging this system. 

   Considerable amount of preparation was put into Lab 3 this week for the upcoming THz experiments.   A larger Laser Safety Hut is needed to facilitate the experiments so the existing Hut was disconnected from AC power, LPSS and the beam line and dismantled.  Read back lines were installed into Lab 2 from the Temperature Diode chassis to support the Cryo Mirror experiment.  A Combination Line Driver Board was constructed and tested in order to provide a 4-Ch 50 ohm line driver that will be incorporated into the 4-Ch. Pre Amp chassis.
WBS 9 (Beam Transport):

Sextupole Lite Re-coiling to obtain higher field 

•
The 48 new 50 % boost, add-on coils made at New England Technicoil were delivered this week, one week ahead of the accelerated schedule. We are making plans to install them and wire them up during the week of the down when we install the 3rd cryomodule. 

•
Per David Douglas’ request, as we did in the second arc, we plan to reposition just one sextupole in each of the two parallel positions where there are now doubled-up sextupoles in the 1st Arc. We will populate the two vacant positions in the angled branches of the 1st arc with the two freed-up sextupoles.

Wiggler 

Electromagnetic Wiggler for 2.8µ 

•
The 48 Conductor strips are being deburred; their tabs silver-plated and then they will be cleaned.

•
Cooling plate cutting and clamp plate cutting were completed this week. The cooling plates are at PECo for deburing and having their cooling tubes tacked into position in anticipation of furnace braze next week 

•
Kapton insulation should be cut at the start of next week, completing the water jet cutting contribution to the task. 

•
PECo received the core pieces back from the heat treat vendor and they are back at PECo for final machining and grinding. 

•
Many of the ancillary fabricated parts and hardware, made by other shops are received.

•
The assembly drawing for the magnet units was signed and sent to PECo. (We had a good enough relation with them that they were able to bid on preliminary CAD views, sketches and verbal descriptions of the final product. These drawings do not waver from that original vision.).

•
The folks in Magnet Test completed the set of trim coils.

•
The beam chamber is back from cleaning before welding the flanges.

Sextupole (SF)

•
Procurement on hold, pending 10 kW efforts.

WBS 11 (Optics):

Here is a summary of our progress on the various plans.

 

Plan A is to obtain low loss 6 um optics:

After discussing schedule with our vendor, we chose to wait until our optics can go through a weekend "pump and bake" cycle  prior to coating.  Our optics will ship Monday evening or Tuesday.All of the data taken while high power lasing continues to substantiate a loss (at 5.7 um) in our OC mirror of ~ 200 ppm or less.

Our three Plan B's had the following progress:

Scraper outcoupler:

As mentioned in the Commissioning summary, we ran with the scraper on Monday, but found no increase in lasing efficiency, despite using a different phasing scheme (20-15).  Review of the data collected on Monday and Friday suggests we actually made 2 kW on Friday.  Recall that with a conventionally outcoupled system with comparable losses (ca 3000 ppm) we only produced 750 W.  Under the Navy authorization plan we were not allowed to purchase low loss 10 um mirrors, but perhaps the opportunity will arise to do so to explore this system further.  The only other work envisioned is to do some pulsed lasing studies to confirm the outcoupling efficiency stays constant from short (~ 50 us) to long (5 ms) macropulses.

Cryomirror:

In concert with George Biallas we have this to report:

The cryogenic mirror mount had to undergo some additional prep steps before Ni-plating.  This has pushed the optic mounting to Monday.

•
The system to perform a trial of the cryo concept is installed in Lab 2. We have run through a number of trials, shaking out the flow control and temperature sensors in anticipation of mounting and trying the mounted optic on Tuesday.  We are learning how to control the position of the transition from liquid to vapor in a controlled fashion that minimizes vibration.

•
The work on the cryo cooling liquid flow for an enclosure installation continued to advance. The JLab Shop made parts and welded the inner tubes of transfer line. It is now being cleaned for vacuum quality and will be leak checked on Monday. The super insulation bats were made up for us by the SRF Group. The transfer line should be complete next week.

2.8 micron mirrors:  

3" dia mirrors are in fabrication.  The OCs will be finished the 2nd week of May and coated the following week.  A new 3" and 2" dia mount have been brazed as part of our plan to have more spares available.  We received the 2" OC mirrors today.

 

Other activities:

We have been looking at LVDT (for mirror position sensing) drifts in an effort to understand their source.  We are also looking at alternate atmospheres (Ar and H2:N2) in which to do our mirror mounting.

We supported high power laser operations at 6 um.  The diagnostic dump, running with the flow controller at a higher flow rate, has finally given us a fast readback on laser power as we optimize the machine.

Terahertz:

Work focused on laboratory 3 with meetings with plant engineering personnel regarding additional doors and walls.  The laboratory was cleaned out and beamline vacuum equipment moved in for assembly.  The exclusion area was prepared for moving over to the THz extraction port.  This week we received both of the 20mm clear aperture diamond windows. 
