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Highlights:

This week FEL Upgrade commissioning activities were devoted to shaking down the operation of the FEL with a novel scraper output coupler at a wavelength of 10 microns.  To remind our readers, this outcoupler is a gold coated, copper annulus that is introduced within the optical cavity formed by two “high reflector” 10 micron optics.  The annulus is positioned to be concentric to the optical cavity axis and angled so that 10% of the stored optical power is “scraped-off” and transmitted out to a power meter.  Our initial tests of the scraper outcoupler 

described in last week’s report showed that the configuration lased easily, that the scraper could be introduced without disturbing the lasing, and the initial outcoupled power (~300 w) was already an order of magnitude more than had ever been outcoupled using a scraper outcoupler in an FEL.  

   At the time of writing this report, the scraper has been operated stably at cw currents up to 4 mA with outcoupled powers up to 1.4 kW.  The calculated outcoupled loss for the scraper is a total of 11% with 10% for the useful output and another 1% for diffractive losses.  Measurements of scraper operation yesterday and today are consistent with these calculations. 

   These studies with the scraper outcoupler will continue during the first portion of next week until we demonstrate the maximum power output for this configuration.  We will then return to optimizing the power output for the low loss, transmissive outcoupler which demonstrated ~3kW of cw output at 6 microns last week.

Other highlights from this week:

1.) The FEL Upgrade photocathode is approaching its 1 year anniversary of performance (it came to life last year on May 6th).  This week we crossed the milestone of delivering more than 1000 Coulombs from this cathode.

2.) The one remaining (non-critical) issue with the check-out of the 3rd cryomodule was completed this week; the fine tuners (using piezoelectric) drives were shown to be operational and within spec.
3.) Good progress is being made with the fabrication of new short wavelength electromagnetic wiggler.  The water jet cutting of all the conductors for this wiggler was completed and the full assembly is on track for delivery to us by the end of the month.
Commissioning Summary (George Neil and Michelle Shinn):

   Since we have now completed optimization of the electron beam in the injector and linac, the effort remaining is to measure the performance of the FEL with that beam and produce the maximum power possible.  We showed last week that we could get an efficiency of up to        550 W/mA CW with the newly coated transmissive outcoupler. We decided to investigate the performance of the scraper outcoupler at 10 microns this week for comparison and to allow us to prioritize which approach to emphasize in pushing on to high power in the current 2-cryomodule configuration.  Having suffered a gas burst last Friday on the cathode thereby terminating last week's high current run, we began on the weekend the heat clean procedure for the cathode.  This was completed successfully late Monday with a renewed cathode having a 4.8% QE.  The Central Helium Refrigerator was undergoing planned maintenance on Monday also so that precluded any beam ops.  We high voltage processed the gun on Tuesday and ran an initial beam setup but a computer crash of unknown origin shut us down.  The cause of this crash is still under investigation but will need to be fixed as it brought us down once more later in the week.

   Wednesday it was the power company that brought us headaches in the form of AC power glitches while they did offsite substation maintenance in the morning.  Repeated crashes of the gun high voltage, vacuum valves, and rf led us to put things in standby until they completed their work at noon.  By Wednesday afternoon we could finally establish an uninterrupted mode of operation and quickly got the system lasing at the longer (10 micron) wavelength with the scraper at high duty factor.  We measured the gain and loss of the system; the gain was more than twice the loss since when the system was optimized were able to cut the beam frequency to half the optical cavity round trip time and still lase (marginally). Net cavity losses were around 10% and the small signal gain was measured as high as 26%. .  The pulse length was 850 fs +/- 100 fs and detuning curves 15 microns wide were seen.

   We were able set up the beam to operate with a reasonable efficiency of up to 450W/mA with beam energy spreads that could be transported without loss to the beam dump.  We believe our primary outcoupling is around 10% and the scraping of the beam on the reverse side of the mirror is 1%.  That leaves 1% or more of the power that lands somewhere else in the cavity in an uncontrolled manner.

   On Thursday we re-established the good beam performance and after another delay due to computer crash, began to increase the beam power. The system lased quite stably and the mirrors showed little heating induced steering.  When we reach 1 mA of average current we discovered where much of the other power losses were landing.  The CaF window on the Optical Cavity Mirror Metrology System (OCMMS) fractured and let the beamline up to air. We replaced the window and the system was back on ion pumps before the end of the shift.  Today we are spending time 
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to understand the thermal response of the optical cavity at the kilowatt range before we push the current to see if we can reach the extrapolated limit of approximately 4 kW for this configuration.

                      IR image of the diffracted light reflected from the back of the scraper mirror.
Management:

A status review on our progress with 10 kW commissioning will be held by ONR/PMS-405 at Jefferson Lab on May 6th.  On Monday we met with John Albertine for several hours to give him an update on our progress and view the most recent data.

A second planning meeting was held this week to plan and coordinate all services (installation, vacuum, alignment, SRF and cryo) that will be needed to move and install the 3rd cryomodule to its final position in the FEL linac when authorized by ONR for this action. 

The bimonthly financial report for the ONR funded portion of the FEL Upgrade project was forwarded to the DOE Site Office and ONR Program Office.  The March 2004 monthly reports for the JTO projects were forwarded to the JTO Program Office.

WBS 4 (Injector):

On Monday we processed a new photocathode with a heat clean/recesiate cycle.  This is the 10th photocathode we have made on the GaAs wafer which was installed a year ago prior to the first operation of the gun on May 6th.  As of today, this cathode has delivered more than 1000 Coulombs of photocurrent.

The 9th photocathode surface that operated last week until a gas burst from the injector cryounit late on Friday depressed its quantum efficiency below a usable value (<0.5%), delivered more 133 Coulombs on a single cesiation.

A test cathode support tube (SS, 9-micron finish) was installed in the CWM ion implantation chamber using the newly designed mount system that “floats” the tube in the center of the chamber where the plasma density is most uniform.  A full implant will be performed on Monday.  The new mount system should eliminate arcing in this system (unipolar arcing is exacerbated when the electrode is placed in a non-uniform plasma density).

WBS 5 (SRF):

One minor remaining problem with the commissioning and check-out of the 3rd cryomodule was the proper functioning of the fine tuners which use piezoelectric drivers.  The problem was traced to a misunderstanding in the cable numbering system.  When corrected the tuners were found to operate with proper resolution and range.

WBS 6 (RF):

We spent some time this week analyzing the present cavity tuning algorithm with respect to the tuning we see as the cavity beam loads.  We will open up discussions next week with Lia Merminga and CASA to discuss any possible changes to the current software in the LLRF system.

WBS 8 (Instrumentation):

   In response to the trouble we have been having with iocfel1 (which provides low level RF control for the drive laser) we have decided to proceed with a plan to interlock the drive laser 'internal'/'external' switch with a signal from the Modelocker Chassis. These signals will be interfaced to the Acromag card in iocfel10 and will enable us to use EPICS to automate the steps that keep the drive laser modelocker locked and running during any interruptions in the external RF performance. This will be implemented over the week-end.
    This week we spent time upgrading our web-server. We had purchased a new machine for the job months ago, but since switching hardware and migrating software with minimal interruptions in service is a non-trivial task, we have been waiting for the right time. As Monday was a maintenance day that included site network outages, we chose to use that time to upgrade 'laser' (our web-server). This did not go well. By the end of the day on Monday, we had rolled back to the original configuration due to complications in setting up the new system. Solving the various problems offline revealed specific operating system dependencies of the new machine and a lack of backwards compatibility. The solution is to take a different approach to running a web-server, but finding this out took much effort. 
    The RTD temperature controllers in the HR & OC I&C centers were replaced with the new CNi3253 (OMEGA) temperature process controllers.  All of the meters were configured for the Analog readbacks, and tested.  Power and control lines were installed to accommodate a flow valve in the OC Optical Dump. The I&C Pre Amp Module PCB was populated and tested.  Fabrication of dual air valve assemblies for additional SLM's has begun. Progress was made on the fabrication of the spare Stepper Motor chassis.  Effort continued on the Convectron module test fixture.  Delivery of the modified 10A shunt module was received. This module has the 450V FET's and the 0- 300V  scaling. Software upgrades and modifications to accommodate the future requirements for this module are in the developmental stage. 
    Studied the EPICS layering scheme. Planning on meeting with Al, after his return, to start getting more involved with the creation and updates of FEL EPICS applications. Beginning to setup the Arrow 5282 Coldfire board. Reviewed documentation in preparation of the testing this board. An evaluation copy of the Coldfire CodeWarrior software has been setup with proper licensing. There are some test labs created by Arrow for this board using this software. These labs will be used to test for correct function of the board. There is some speculation that the clock is set incorrectly or it does not work as it is supposed to. Proving that these tests are very important to guarantee it is  working. 
    A good deal of time was committed to beam operations trying to drive up the power. An optical breadboard and framing was purchased for the streak camera stand. 
WBS 9 (Beam Transport):

Sextupole Lite Re-coiling to obtain higher field 

•
The 48 new add-on coils are being made at New England Technicoil for delivery in 2 weeks. 

Wiggler 

Electromagnetic Wiggler for 2.8µ 

•
The 48 Conductor strips were cut out at water jet vendor. They are at PECo for deburring, tab plating and cleaning 

•
Cooling plate cutting is scheduled for next week. They will stage the cutting so one core’s plates are cut first. The brazing vendor can attach cooling tubes on the plates for one core unit so that we can jump to the assembly process faster.

•
PECo finished rough machining of the core pieces and they are off to the heart treat vendor for annealing. Final machining is slated for next week. 

•
Good progress is being made on ancillary fabricated parts at our local shops, looking good for delivery next week.

•
PECo’s ancillary parts at their local shops are also being made with good progress.

•
The assembly drawing back checking is nearly complete. 

•
About half of the 16 trim coils have been made by the folks in Magnet Test.

•
The beam chamber welding is nearly complete. It is being checked for straightness before the flanges are attached.

Sextupole (SF) 

•
Procurement on hold, pending 10 kW efforts.

WBS 11 (Optics):

Plan A is to obtain low loss 6 um optics.
We were informed by the vendor that our new HR mirrors will ship next week.

Our three Plan B's had the following progress:

Scraper outcoupler:

We exclusively operated the scraper outcoupled system and associated diagnostics this week.  As explained in the Commissioning summary, IOC crashes ate into our beam time more than expected.  We performed gain and loss measurements, the loss was ~9%, and the excess gain was 7%, making the electronic gain ~ 26%.  Careful study of the macropulsed output (0.25-1ms) shows no evidence of transverse mode development.  We only see a periodic oscillation when we near the peak of the detuning curve, which we interpret as mode competition.  Overall, the outcoupling and percentage of light diffracted at various points (e.g, back of the scraper) match the predictions from our physical optics code (GLAD).  What is hard to model is the amount of scattered light and where it ends up.  As mentioned in the Commissioning summary, we had  an all-reflective system and it ends up putting scattered light everywhere, and as a result, lost a vacuum viewport on the OCMMS system.  We were able to replace the assembly with a flange and being operating the next morning. 

Cryomirror:

In concert with George Biallas we have this report:

The cryogenic mirror mount passed cryo shock and leak test. The solution was to thicken the joint between the moly frame and stainless steel cooling tubes with brazing material.  We had to remove some excess braze material on the inner sleeve with some artistry by Dave Hardy. 

•
The system to perform a trial of the cryo concept continues installation in Lab 2. The mechanical group installed a 2" vent tube to the outside for spent nitrogen gas. Dewars are in place and the feed through is ready for installation.

•
The work on the cryo cooling liquid flow for an enclosure installation continued to advance. The Cryo Group helped in the design of the vacuum insulated transfer line that brings sub cooled liquid nitrogen to the OC Can and allows for venting of the heated fluid. They gave us most of the tubing materials from their stock. The JLab Shop is tasked to weld the transfer line together and has ordered or is making the remainder of the parts. The Cryo Group will help super insulate. Welding should begin next week

•
The flow meter for warm nitrogen that may be a control point for the nitrogen flow is due at the start of next week.

2.8 micron mirrors:  

In fabrication.  As discussed in last week's report, we had problems with the mirror holders leaking at the junction where the stainless steel tubes (for coolant inlet and outlet) enter the molybdenum mount.  Plan #1, to make a thicker braze joint in this area, has been successful.  Both 2" & 3" mounts have been thermally cycled to LN2 temperatures and are fine.  We will proceed with having the additional parts assembled in the same way.

Other activities:

On Monday we met with John Albertine and briefed him on the current status of the optical subsystems, and on the optics metrology we've been doing.  

Terahertz:

The M1 and M2 mounts were received after modification to allow them to accept the phytron motors.  The mounts for M3 and M4 were also received, modified to allow them to accept out-of-vacuum manual drives.  Meetings took place to determine the layout of laboratory 3.  The laboratory will be divided in 2, one half being dedicated to the THz facility. Initially the THz beam will enter an interlocked enclosure (hutch), with an optical table.  An additional door will be provided for access into the other half of laboratory 3.
�








