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Highlights:

Jefferson Lab and the entire Mid-Atlantic region are recovering from the effects of last week’s hurricane. The commissioning of the FEL Upgrade was interrupted by last week’s preparations for the storm. Beam operations will be suspended for at least a month since the extended site power outage led to a release of the 2k liquid helium inventory in the cryomodules and subsequent warm-up of all the crymodules in both the FEL Facility and CEBAF.

We will use the month long suspension of cold operations for minor modifications in the machine configuration to optimize the subsequent high power laser operations. These modifications are described below and include replacement of temporary 180 degree bending (80 MeV) magnet to the final 200MeV bending magnet in the first arc (this will improve the timing jitter of the transport system); and changes to one set of the high power optics to make them less susceptible to heating by Terahertz radiation emitted by nearby dipole magnets.

We have used the last two weeks since the last report to due a careful analysis of our commissioning progress to date and to plan out our path forward to a 10 kW demonstration.  This extended weekly report gives a summary of this analysis. Bottom line for the non experts who do wish to read further: we are very pleased with the performance of the machine to date. The injector and driver accelerator appear to behaving better than our required specifications for 10 kW in terms of peak current and pulse length. Electron pulses shorter than 100fs have been produced. Because of this short pulse, timing jitter is exaggerated and the overlap with optical pulses becomes more difficult. Also because of this short pulse, we generate intense THz radiation within any bending magnet. (This is precisely the effect we are capitalizing on for the THz beamline that will installed later next year).  We have proposed modifications that improve the timing jitter, remove the sensitive optics from the most intense THz field, and we lessen both effects by lengthening the pulse to the timing used in the Demo (250-500fs).


 Recovery from Effects of Hurricane Isabel

The following is a brief account on our recovery from the effects of Hurricane Isabel. As you probably know from the news accounts, the Hampton Roads region experienced a storm that exceeded the impact of the most serious local storm on record (the 1933 Hurricane).  The area is slowly recovering.  Estimated damage costs have exceeded $1B for the region. Five days after the storm (Tuesday Sept. 23), Jefferson Lab re-opened after some minimal traffic services were restored in Newport News. 

The storm preparations that we did last week and the fact that the area only experienced brief periods of 
80-90 mph winds helped the lab infrastructure.  There was no significant damage to any of the FEL systems 
or the FEL Facility. We had no storm water entering the FEL vault.  Some minor water problems due to ground seepage and a broken rf cooling line in the vault was quickly taken care of by our FEL storm guard, Jim Coleman, who inspected the FEL immediately after the storm.  On the main accelerator site, we had tree damage to one service building and minor flooding to one portion of the tunnel due to a broken cooling line. 

The main impact of the storm on both FEL and CEBAF operations will be due to the extended loss of site AC power.  Site power was not restored until late Sunday afternoon despite JLab being located on two major trunk lines from the Surry and Yorktown power plants. We do not have sufficient emergency power generation on site to keep our main helium refrigerator on line (approx. 8 MW).  We can last 1-2 days before the cryomodules start warming up and venting helium. By Sunday all 42 modules  in CEBAF and  the 2 linac modules (and injector unit) in the FEL were near room temperature with the helium inventory vented.  The Cryogenic and SRF groups have assembled a recovery plan. A period of approximately a month is required before we replace the 65,000 liter liquid helium inventory and all the modules are cooled back to the operational temperature of 2k.  
The FEL team spent this week assembling a list of activities that can be accomplished during this unplanned down period to optimize the subsequent 10 kW commissioning activities.  These include such items 
as preparing back-up high power optics, installing the final version of the first arc 180 degree dipole, and adding additional rf window and HOM diagnostics to the cryomodules while they are warm. 
The FEL computer network and all systems that could be powered up without locking up the FEL vault
have been tested since the storm and are fully functional.  Next week we will lock up and do a hot check out of all systems except for the cryomodules. 

We are thankful that none of the FEL staff or our other JLab colleagues suffered any personal injuries from the storm. Almost everyone is dealing with downed trees, some flooding and the prospect of several weeks with no power for some of the region.  After dealing with all this, we were all anxious to get back to work and make some light. 

Thanks for your notes of concern that have been sent by many of you.


We heard today from our colleague, George Neil, that he survived yesterday’s intense earthquake in Japan by jogging (his usual passion).  Since he has also survived a typhoon and large tree through the roof of his house in Williamsburg, we wish him a safe journey home so we can lock him up in the safety of the FEL vault.

Management:

On Tuesday, we sent the project biweekly financial report for the period Sept. 1-16, 2003 to the DOE site office and ONR program management office.

On Thursday, a (hopefully) final draft of the ONR-DOE Memorandum Agreement for funding FEL operations in FY04 was sent to ONR and DOE for final review and signature.

We are pleased to note the US House and Senate approved this week an increase in funding for the Navy FEL program from $10M to $17M and approved $4.2M for the AFRL managed UV FEL microfabrication program in the FY04 Defense Conference bills.

Commissioning, beam physics summary, and future plans and directions:

 During CW and high duty cycle lasing tests conducted in August we discovered several behaviors that were not well understood.  We also discovered that our pulsed current measurement was incorrect.  This affects many of the assumptions that we had previously.  There are two dominant mysteries.  The measured gain seemed to be about a factor of two below expectations and the mirror distortion seemed to be about a factor of 100 too large.  Below is a summary of our current understanding of these issues.  First, a bit of background: 

        The IR Upgrade design assumes that we want the injector setup with the smallest injector energy spread. According to PARMELA, such a setup provides the smallest longitudinal emittance. The energy spread is set using the buncher gradient.   The rms bunch length from PARMELA is 1.85 psec.  The energy spread is 15.2 keV (long.emitt.=22.4 ps-keV). We wanted to get this distribution focused tightly in  the longitudinal direction so we initially operated 20 degrees off crest.  If one takes these numbers one finds that the calculated bunch length is 53 fsec rms with an rms energy spread of 0.53%.  Though the FEL lased with these settings, it "liked" to have the injector setup with a lower buncher gradient setting that minimized the energy spread from the linac. The energy spread out of the linac is mainly determined by the bunch length at its entrance.  This means that the optimal injector setup had a minimal bunch length at the entrance to the linac. PARMELA predicts that this configuration occurs with a 20% lower buncher gradient setpoint than the one that produces the smallest energy spread.  In fact this is what we saw. 
    With the linac energy spread minimized, the rms bunch length and energy spread out of the injector are 0.74 psec and 50 keV.  Note that the longitudinal emittance is much larger for this setup (36.5 ps-keV). The rms bunch length at the wiggler should be 200 fsec but will consist of a two sub-bunches each with fairly large energy spread. The energy spread should be 0.25% but will probably be higher due to CSR, longitudinal space charge (LSC) forces, and wakes. 
    During the last week of running before the FEL conference, we found that the beam current diagnostic was giving accurate readings for CW beam but a factor of two smaller value than the correct one for pulsed beam (this has since been corrected).  This means that the charge we had assumed we were running 
at during first light was actually twice as large as previously reported. We did not know the bunch length during first lasing so we used the measured 
charge of 60 pC and the design bunch length of 200 fsec rms to predict the power and gain.  The measured gain and power seemed to match the predicted 
values quite well.  When the transmission of the ZnSe window was taken into account, however, the power was actually 50% high.  When the charge was corrected to 120 pC the gain was low if one assumed a 200 fsec rms bunch length. 
    The question now jumps out - Why did the FEL like the buncher gradient which minimized the bunch length at the entrance of the linac and not the design buncher gradient, which produced much higher peak current?  When one uses the predicted bunch length  and energy spread for the design buncher gradient in the FEL spreadsheet, one finds that, in fact, the  power and gain are much less than those when the energy spread and bunch length 
with the lower buncher gradient are used.  The bunch is too short and the energy spread is too large.  The gain for the low buncher gradient setup is 
still lower than one expects.  This may be due to the double bunch structure or some other factor (see discussion below for one possibility). 
    The root cause of our problem seems to be that we are bunching too aggressively in the linac.  Though the calculations predicted a very short bunch length at the wiggler we felt that the bunch length would actually be much larger due to CSR, wakefield affects, and an incorrect injector setup. Operation at 20 degrees off crest provides strong compression of bunch length at the wiggler and to increase the overvoltage available for energy compression during energy recovery. It is known that this configuration could, for good injector performance, produce very short bunches at the wiggler (<100 fsec rms) but with large (~2% full) momentum spread. However, as we are early in the commissioning process, this was not expected so the additional compression was in fact deemed desireable. This operation point was chosen primarily so as to improve the longitudinal (momentum spread) acceptance during energy recovery.  The injector setup proved to be accurately predicted by PARMELA and the bunch at the wiggler probably was less than 100 fsec as predicted.  The predicted FEL performance with this short a bunch and this large and energy spread is quite poor. 
     One way to fix this problem is to focus less strongly in the linac.  This can be done by moving to 10  degrees off crest and adjusting the M56 and T566 to minimize the bunch  length.  The expected bunch length is 100 fsec and the energy spread is 0.26%.  The charge distribution is in a single bunch. This should both produce much better lasing results and less energy spread growth due to CSR, LSC, and wakes.  We wanted to try this new configuration out last week to see if the laser gain and power would now be closer to the design values, but we ran out of time to get lasing before we had to shut down for the hurricane.  When we come back up we can better characterize the 10 degree off crest setup and see if it produces better lasing results. 
    A secondary cause of low gain is poor matching to the wiggler.  With only one electro-optic cell on the drive laser the macropulses on the wiggler viewers tend to be dominated by the so-called "ghost pulses".  These are pulses that get through the electro-optic cell at low intensity.  These pulses have a different match than the high charge bunches so one tends to get a bad match to the wiggler when one uses the ghost pulses.  We have re-installed the second electro-optic cell so that we can get a better match to the wiggler.  This was in place during the initial lasing and cannot be taken as a cause of low gain for that setup. 

Having set the stage, now let us describe the activities during September before the hurricane.    A frequently interrupted and hurricane limited machine studies period focused on longitudinal phase space management in the IR Upgrade, with particular interest in resolving the potential mismatch limits to FEL performance described above. Accumulated puzzles included: 

1. Why are the FEL power and gain so low? 
2. Why is the Golay cell output from the Happek (pulse length measuring) device an order of magnitude smaller than it was in the IR Demo (tenths of volts rather than a few volts)? 
3. Why does the Happek device output have two peaks when the buncher gradient is varied - a "low" peak (~0.2 V, at 20 degrees off crest and a some 10s of pC charge/bunch) at buncher setting of 1.75 MV/m and a larger peak (0.4-0.5 V, at similar settings) at 2.5 MV/m? 
4. Does the injector produce a reasonably configured longitudinal phase space at injection? 
5. Does the accelerator properly manipulate the injected phase space, compressing it at the wiggler? 
6. Given that the "design" longitudinal management scenario calls for a long, low momentum spread bunch at injection, why does the FEL perform "best" when the buncher gradient is set to values that minimize the energy spread after the linac? 
7. Why does the THz spectrometer produce complex, highly structured spectra? The observed spectrum naively suggests the bunch is long going into the wiggler - but the source of the structure is not immediately apparent. 
8. If 4 and 5 are answered "yes", again, why is the FEL power so "low" (even though it’s higher than anyone else produces)? 

    To address these questions, we've made a few assumptions: 

1. The Happek Golay cell output is somehow relevant to bunch length - higher signal means the bunch is shorter, lower means it’s longer. This is not unreasonable, though not proven by independant means.  Since a crystal quartz viewport is used for the Happek, the short wavelength spectrum might be attenuated and not give a signal that is really proportional to the inverse of the bunch length as one might expect.  The signal should still increase as the bunch length decreases. 
2. The magnet settings are accurate to a few percent. This was verified in the magnet test facility, though one could argue something got screwed up during installation. However, initial difference orbit measurements made during 1st light operation indicate the magnets do act as expected. 
3. Linac RF phase is fairly well known and the recirculator compaction is "in the ballpark" - both good assumptions; RF phase is readily verified and the compaction is a function of bend angle and dispersion - the former constrained by the vacuum chamber and the latter certified (at least to the wiggler) by the aforementioned difference orbit measurements. 
4. The THz spectrometer is giving accurate results (i.e., the spectra are in reality broad and highly structured). With the exception of the viewport transmission vs. wavelength, this is reasonable insofar as it is a well characterized, well cared for instrument which has been successfully used in a number of previous experiments. 

    Starting with the "nominal" machine configuration, the questions were addressed in a number of ways: simulation and analysis, hardware checkout, and beam based measurement. 

Simulation and Analysis: 

    A schedule work-around was revisited: use of the Demo DY dipole as a bridge measure until the Arc 1 GY becomes available. Informal undocumented estimates of ripple effects done at the time that this measure was suggested have been repeated and documented. If the Upgrade power supplies meet specification, dipole-ripple induced timing jitter of order 300 fsec could occur - this would (with the conjectured 50 fsec bunch) produce a dramatic effect on FEL performance (though not one we'd like). See http://www.jlab.org/~douglas/FELupgrade/technote/JLABTN03031.pdf.  This may be the cause of the extra gain reduction mentioned above. 
    Discussion and contemplation of the puzzling THz spectra lead to input from Rui Li that a very short bunch could in fact produce such spectrum were we seeing the onset of microbunching. The notion that the bunch was way to short, rather than way too long, was therefore re-inforced. 

Hardware Checkout: 

    The Happek device was scanned and found to not respond. Checkout revealed the motor was not moving the interferometer. This was repaired by J.Coleman and scans performed. These scans exhibited little dependance on position - suggesting the Happek was not well positioned and the low Golay cell response therefore not necessarily due to a long bunch. We therefore continued in our assumption that the Golay cell output responded rationally to bunch length, and concluded that further Happek setup will be needed to reproduce the response observed in the Demo, but that the low output was in fact not indicative of excessive bunch length. 
  

Beam Based Measurements: 

    A variety of checks were performed with the limited beam time available amongst the various corporate (CHL trips) and natural (Isabel) disasters. These were intended to verify the behavior of the beam and the system at various operating points and determine if the machine was acting as expected. 

1. The beam momentum spread was checked in the injector as a function of buncher gradient. It was determined that a gradient of 1.75 MV/m produced minimum injected momentum spread in the "ghost" beam while the core beam momentum injected spread was minimized by the higher gradient of 2.5 MV/m. The bimodal Happek maximum is thus due to the separate compression (in bunch length) of low and high charge state bunch trains. 
2. The beam momentum spread was measured in the accelerator for the minimum injected momentum spread ( 2.5 MV/m on the buncher) both 10 and 20 degrees off crest and for the minimum accelerated momentum spread, 20 degrees off crest only. Values: 2% at 20%, 1% at 10 degrees, and minimum of 2/3% at 20 degrees. We note the values at minimum injected momentum spread correspond to the configuration with the highest Happek maximum at each phase setting. 
3. The Happek response was checked as a function of trim quad and sextupole setting and buncher gradient at 20 and 10 degrees off crest. At each phase, the Happek maximum occurred at trim element setting consistent with magnetic measurement and machine modeling. The Happek signal was lower for 10 degrees than at 20 degrees, as expected for a longer bunch at 10 degrees. The Happek maximum occured in each case for the minimum core beam injected momentum spread. 
The observations were thus completely consistent with the injector behaving properly and the accelerator correctly compressing the bunch length at the wiggler. 
4. A bit of low current CW was run at each phase setting to verify that energy compression is at least roughly set. In each case, trim element settings consistent with the machine model were used and successfully ran the beam to the dump. 
5. Potential ripple effects were checked by allowing the DLPC phase autorotate feature to run and step the beam pulse relative to line phase. Beam motion amongst the various phase set points was observed at a fraction of the beam width - tenths of a mm to maybe 1 mm - at many locations through the system. It was not done systematically or quantitatively, neither was it clear if the motion was due to a single source or multiple sources, nor was it clear if the motion was due to 60 Hz or low upper harmonics thereof or due to beating amongst incommensurate high frequencies from some source. It was, however, clearly there, and of a magnitude consistent with some 10s of ppm of dipole field ripple and thus could be implicated with 100s of fsec of timing jitter. 

Answers to various questions are evident (though not certain) in light of this information. 

2. The Happek is low because it hasn't been fully recommissioned. It wasn't even moving when scanned! The Golay cell output was, however, sensible and though it does not yet give a bunch length value, it can be used to ascertain changes in bunch length. 
3. The multiple peaks in the Happek are due to independent compression of ghost pulse train and core beam. The machine should be run to compress the core beam. 
4. The injector seems to work just fine in regard to the longitudinal match. We did note considerable beam jitter that had not been previously observed, and during the machine study period the buncher frequently tripped and seemed to go to gradient more slowly than usual. In addition, the drive laser-to-buncher phase jumped around by several degrees (3 either way was typical, over the course of a day); resetting the drive laser phase rectified this and kept the rest of the system happy. The causes of these issues are under independent investigation; they may be due to stray fields, to problems with either the buncher, or the drive laser, or both. 
5. The accelerator seems to properly manage the longitudinal phase space; use of 20 degrees phase offset almost certainly bunches the beam far too strongly to lase well. 10 degrees phase offset will serve this need more appropriately, though it will allow compression of only 1.5% energy spread above the energy centroid (vs. 6% or so at 20 degrees), so the longitudinal acceptance will be reduced during energy recovery, forcing either use of more of the dump acceptance, or assymmetric filling of the longitudinal phase space during energy recovery (octupoles can help with this), or both. 
6. The FEL works "best" at a nondesign buncher set point because otherwise the beam is too short and has too great an energy spread!! More on this below. 
7. The THz signal is not as expected because the bunch is way shorter than expected, we may be seeing the onset of microbunching. Moreover, we are likely producing a fair amount of power in the THz, which may be heating the outcoupler, causing distortion and degraded FEL performance (see below). 
    An amusing anecdote is in order: Williams et al. have designed a THz radiation acquisition system which has been installed at the end of the optical cavity chicane. When the current picture of short bunch, lots of THz, jittering beam, etc. emerged, Boyce et al. inspected the THz port and realized that the gold-coated quartz window through which the THz is to be observed is, in fact, no longer gold coated. The gold (save for wisps at the window edge) has disappeared. THz heating? Enquiring minds want to know!! 

    So, when all said and done, what is the answer to 1 (6) and 8? It has a number of parts: 

A. The injector is working "too well" - i.e., better than expected; it produces a phase space that is likely close to, if not already completely within, specifiction. As a result, if this beam is configured according to design (minimum momentum spread, maximum bunch length at injection) when accelerated 20 degrees off crest, 
B, the momentum spread is too large and the bunch too short to allow optimal electron and optical beam coupling in the FEL. In fact, lengthening the beam and reducing its momentum spread improves FEL performance. Thus, buncher settings that minimize the momentum spread after acceleration (thereby maximizing the bunch length available for the particular injected beam by minimizing the injected bunch length and maximizing the injected momentum spread) actually tend to improve FEL performance, though not enough to make it "exciting" (lots of kW). It just puts you in a corner of parameter space wherein you cannot get to the high powers you want. 
C. Timing jitter can further degrade the overlap of electron bunch and optical pulse - to the point where the thing would lase at best weakly, or not at all. Lengthening the bunch at the wiggler could very well help in this situation as well; the longer bunch is more likely to see the optical pulse than a very very short bunch would, though it would not respond as strongly as the short bunch when it does see it. 
  
   Where do we go from here? Some ideas: 

0. Run the injector to minimize momentum spread/maximize bunch length as per the design. 
1. measure dipole ripple 
2. install the GY 
3. scan & optimize Happek position for maximum output, get bunch length measurement. Check Happek alignment. 
4. "60 Hz" ripple study through machine - isolate and expunge sources. 
5. move operation to 10 degrees off crest, where the bunch is longer. 
6. measure arrival time jitter with phase transfer function system (Krafft suggests this, as he measured in the IR Demo) - cross check Happek bunch length measurement, trim element linearization and measure arrival time jitter. 
7. buncher? investigate! 
8. gun hvps? investigate! 
9. drive laser? Is it ALWAYS the drive laser? investigate! 
10. After replacing the viewport with a diamond one, make systematic THz scans as a function of bunching and trim element settings and see if there is an onset of spectral complexity implying microbunching. 

    The final mystery is the high absorption in the downstream 10 micron mirror.  The measured change in the radius of curvature vs. laser power indicated that the absorption loss, if it is in the mirror coating, is approximately 1%.  No change in the ROC of the upstream mirror was seen. When the mirror coating absorption was measured it was less than 0.2%. Previous measurements of similar coatings with the mirror test stand and the 
FEL showed losses much less than 0.1%.  The 6 micron mirrors lased at 300 W with a factor of 5 higher Q.  They may not have the same problem or it may only depend on the electron beam current, which was low for the 300 W lasing.  The distortion of the 6 micron mirrors was not measured. One possible explanation for the distortion is THz radiation. THz light emitted by the electron beam entering the GX magnet immediately prior to the downstream cavity mirror may be high enough to distort the mirror.  Using our experience with  prior calculations for the GW magnet immediately prior to the wiggler,  we can estimate the magnitude of this THz emission, but in fact we  already know that the THz emission is high - it forms the basis for the THz port and facility. 
    Calculations of THz emission in this situation have to take account of multi-particle effects, and of near-field effects given the wavelength of enhancement and the close geometry.  Thus to adequately describe the radiation emitted from the passage of a charged particle in this situation, one should take into account both acceleration and velocity (or Coulomb) terms of the emitted electric field, which is normally neglected due to the 1/R dependence.  However this latter term, often called edge radiation, is 
comparable in power to the standard synchrotron radiation, which comes from the acceleration term.  Edge radiation is emitted into a hollow cone of 
approximate angle 1/gamma (in our case about 5 milliradians) and therefore in our case illuminates a circle of radius about 25mm with power of several tens and up to hundreds of watts. 
    We measured the transmission of the ZnSe mirror substrate and found it to be highly absorbing across the multi-THz range of concern.  Nearly all the THz edge radiation emitted by the electrons entering the GX magnet will be absorbed in the output coupler. 
    In the light of these calculations we propose simple tests and modifications to our geometry.  First, since THz light is emitted without lasing, mirror distortion can be checked and compared with and without lasing.  Secondly, it is possible to reverse the location of the high reflector and output coupler, and since we have a mirror cassette, we can arrange to load both arrangements prior to re-establishment of beam.  Finally we can measure the mirror distortion vs. bunch length and see if the distortion is inversely proportional to the bunch length. Specifically we will leave the 6 micron and 10.6 micron optics that we've already tried CW lasing with in their current configuration.  This lets us look at the 6 um vs 10.6 um deformations, and whether simply operating the accelerator causes us problems.  These measurements will be quite important in the design of future high power FELs. We will take the 10.6 um optics in the broadband position and reverse them. We will add a power meter, pyroelectric detector and fast detector to determine the relative performance.  Because we have no spare outcoupler in hand (but should be able to get within two weeks) we will not do this immediately.  (There are I&C considerations we need to coordinate as well.) We will start planning to install the water-cooled insertable mirrors and 
power meter in their "proper" positions later this week, and next week. 

Accelerator Site Coordination during this down period

The loss of all helium from the entire accelerator complex and the estimate of "at least a month" before we can get back to business as usual, has triggered a flurry of "Opportunistic Maintenance" activities. These include next summer's planned two-week long maintenance of all electrical substations, replacing marginal rf windows on all cryomodules needing them, transferline o-rings, and other "we'll-get-to-it-during-the-next-down-time" tasks. By getting it done now, we will not stop operations next year to get it done. We are coordinating all our FEL activities with the main accelerator, especially rf window replacement and electrical substation maintenance. 

Planned FEL tests resulting from last few days of running before Isabel:  We plan to measure the magnetic field ripple on the 1st arc magnet string. We want to quantify the ripple and to hopefully allay suspicions that scr's firing in the power supplies are causing jitter in electron transport. We can measure this jitter without electron beam and plan to do this next week.

The following is a list of modifications being considered during this unexpected down period:

1. Install ceramic warm windows on zone 2  (CM1)cavities.

2. Install the new Quarter IR sensors as interlocks.

3. Determine the type and install the modification for the IR sensors in zones 2 & 4.

4. Measure and install the second GY magnet.

5. Install a diamond window on the THz port.

6. Consider installing a diamond window on the Happek port.

WBS 4 (Injector):

The photocathode gun delivered pulsed and CW (up to 3 mA) electron beam for FEL operations with no problems prior to the shut down for the hurricane on Sept. 17th. Since the first GaAs wafer was installed in the gun and the first cathode delivered beam on May 7th, we have made 3 more cathodes (a new cathode is 'made' on the same wafer, no need to break vacuum). The wafer is heat cleaned, then Cs is deposited onto its surface following standard activation techniques,( i.e. U. of Ill. Technote).  We are very pleased with the performance of the internal Cs channels which allow us to deposit Cs only on the wafer surface without ever spraying onto the highly  polished ball electrode. After a new cathode is made, it only takes about one hour to HV process before the electron beam can be delivered. 

On September 3rd. we made a new cathode, bringing the QE from 0.4% to more than 5%. This last cathode delivered beam for FEL operations to the day of the shut down for the hurricane on September 17th. Despite the loss of electrical power due to the storm, the QE measured on the 24th. was about 2%. This is a good indication of the quality of the vacuum in the gun chamber. 
  
The following is a chart of the QE lifetime for the wafer installed in early May. This chart does not distinguish QE dark lifetime from operational lifetime. We will collect these data as the commissioning and operations period proceed.
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During the shutdown period, we will perform a complete test of the HVPS and photocathode gun by delivering 350 kV pulse beam to the ceramic viewer in front of the 1/4 Cryomudule. We will analyze in this way if the energy jitter observed downstream is due to noise in the HVPS. 


WBS 6 (RF):

RF Systems - All RF systems have been restored and brought into the Filament state.  Helium is required for higher operational states.  A brass fitting cracked during the turn-on of the LCW due to over-pressure and was replaced.

Tests to locate possible rf phase noise sources are being planned for next week for the Gun HVPS, Buncher, Cathode Scan equipment, and the power supplies for the Arc magnets.

WBS 8 (Instrumentation): 

    The week began with recovery from the hurricane Isabel, some of which included chest pounding on whose tree (that fell on their house) was bigger. The lucky folks got power by weeks end, others are promised "in a week". With all systems shut down the previous Wednesday, they were restored by mid week. There were fortunately no surprises.
    The bright side of this unexpected shutdown affords us some time to replace any Band-Aids that have been applied lovingly to the accelerator. During machine commissioning much of the time is spent chasing real or perceived problems. Given these few weeks of down time we will be able to revise some of the hardware and software that, through the commissioning process, better "modes" of operation have been identified. The Machine Protection System (MPS) is one system that was tweaked during commissioning such that the user interface screens better presented the information to the operator. These changes only involved software where other hardware systems were not easily modified. Below are listed key systems and devices that will be worked during this ~4 week period:

1. The 4 GC vertical trim power supplies will be completed and functional in EPICS. This requires 8 floating 1 amp bipolar supplies, we currently have only 2 of the 4 trims operational and only with local control. 

2. The M56 bunch length measurement system has not yet been fully commissioned, this is in progress now. The 4 beam current cavities are install and connected but the phase lock & dither functions have not yet been re-commissioned from the IR Demo.

3. The SRF cavity warm window temperature monitoring and interlock will be upgraded to have a direct (the wave guide sweeps will be modified as in the injector cavities to give a strait-on view of the window) measurement and accurate remote EPICS readout.

4. Install new Scion frame grabber in the Linux box. This will enable triggered frame captures, which was the short coming of the original system. This and additional software will streamline the handling of video in EPICS. This effort will include a beam spot restoration routine that toggles the video image between a saved image and the current so one can adjust the magnets to overlap the images. Currently we use a dry wipe marker on the TV.

5. Installation and commissioning of the ROC chassis. (see below)

6. Additional instrumentation for the optical cavity to enable either the upstream or downstream can to be used as the output coupler.

7. Installation and commissioning of the 24 channel Flipper Attenuator control chassis. The design is complete and awaiting PCB & chassis fabrication. This will use a CAN interface to EPICS, this interface and software has been fully tested and commissioned.

8. Expand the accelerator timing system. This involves the deployment of the 4 channel timing boards. These will provide beam sync and beam envelope throughout the facility. Only a couple have been installed as of yet.

9. Design and build a new CAMAC (yes, I know...) card to replace RF interface. This is a simple FSD to P1 interface card is needed for interfacing the RF system to the MPS system, when the P1 line goes low the 5 MHz fiber output is disabled.

10. Implement automatic drive laser cavity length control. This involves a new PCB for using the single axis pico-motor driver to control the D.L.Cavity length.

11. Install and commission the GY magnet. This will include the measurement of relative ripple between the existing DY and the remaining 1st arc magnets. Included in this task is the connections to the GG path length corrector. Currently the arc 2 GG is the only one used.

12. Install and test new AMS/Video switcher system. A new version of the system has been designed and a prototype is being fabricated. This is very modular with 32 outputs compared with 16 outputs on the previous system, the units can be stacked up to 256 inputs by 32 outputs. This will also interface to EPICS via CAN buss.

13. Complete the installation and commissioning of the Synchrotron Light Monitor attenuators. There are a pair of ND filters that can be remotely inserted to deal with the copious SL emitted from the bends.

    The mirror heater chassis for Radius Of Curvature (ROC) control is in final test. The chassis is essentially complete with the final piece being the control board which was delivered and assembled this week.  The board was brought up piece wise and power tested as built with success.  Bench signal testing has begun and will continue with installation due for next week. The EPICS control will be done with an Acromag card; this is the same type as controls the gun power supply, the drive laser and a few other devices. The expert pages are being worked on now, the chassis has complete functionality in both local and remote mode.
    The new Scion video capture card arrived and was installed in the Linux box this week. The driver and application software issues have also been worked on the past two weeks.
    The FEL quarterly safety inspection was conducted.  There were no significant new findings.  Items currently being tracked by EH & S were also checked and the status updated.  These items can be found at:  http://www.jlab.org/accel/safetylb/ 

WBS 9 (Beam Transport):

Dipoles

Bend/ Reverse Bend Dipoles ((GQ/GX)

•
The aluminum and brass, substitute wedge system for the GQ dipoles is being manufactured.

Chicane Dipoles (GW)

•
The redesigned field clamp adjustment system for this style of magnet is being manufactured.

Arc 180 Degree Dipoles (GY) 

•
One of the goals of the extended down period is to install the second “GY” 180° dipole in the first arc, replacing the provisional “DY” that is serving the function now.  Consequently, measurement of this magnet is now high priority.  Ken Baggett of the alignment group rejoins the measurement group next Monday to add his alignment and data manipulation acumen.  Don Bullard is scheduled to get the measurement table and track in place for alignment by next Wednesday and measurements should start no later than Friday.  With the knowledge we gain from the first measurements, we will direct effort so that measurement is complete within the following 3 weeks or less.


Replacing the DY with the GY has two advantages.  (1) With the GY installed, we can raise the machine’s momentum from 80 to 90 MeV/c, to be limited by the maximum momentum from the two cryomodules.  Now we are limited to 80 MeV/c because the DY’s separate power supply is at its maximum current) (2) The second advantage is that we eliminate the possibility of any longitudinal beam jitter caused by differentia ripple between the DY power supply and the power supply for the remainder of the arc magnet string.   

Commissioning:

Beam Jitter 

•
We took advantage of the down time to seek out sources of transverse beam jitter in the sensitive zone between the Gun and the Quarter cryomodule in the Injector.  Using a small coil and portable oscilloscope, we discovered two sources: (1) 0.03 Gauss over about 10 inches from the TV camera sync. signal at the light box and (2) 0.05 to 0.04 Gauss over 10 inches from the vacuum valve solenoid at the upstream end of the Quarter Cryomodule.

•
Our plans are to do the same typo of survey throughout the machine in the remaining weeks. 

WBS 11 (Optics):

We lost a day this week to the state of the Lab after the hurricane, and given the inability to run the FEL, are using the time to better prepare for the measurements we wish to do when we resume operations. We also have some metrology we wish to do, both onsite and off, and have submitted orders for fabrication of parts. 

As discussed in the commissioning summary, we will swap one 10.6 micron high reflector (HR) and outcoupler (OC) mirror sets so we can investigate the anomalously high absorption noted in the OC mirror when we lased in late August. This requires optical diagnostics in the "standard" HR region. We have ordered some extra detectors to cover this need, and have a set up. We have provided the I&C Group with a set of signal requirements to determine whether we need additional signal cabling. Parts are being fabricated for the diagnostic suite as well.

As discussed in the Commissioning summary, the ghost pulse intensity when running with only 1 EO cell obscured just how well one was matched to the wiggler. While we’ve reinstalled the second EO cell, there will be times (particularly when we run CW) when we’d like the extra optical throughput and thus would like to move it out of the beampath. Most of the mechanical work construction for the EO cell slider has been completed. (two limit switches were mounted to the slider and a metal mount for the servo was fabricated and a wiring harness was made). Electrical wiring needs for the new diagnostics were identified and requests put in to I&C. 

There is an expressed need for better diagnostics of the bunch length of the electrons from the injector. Measurements of some of the materials that will be used for propagation of the THz radiation were performed. Preparations to set up the hardware in the vault proceed.

Michelle Shinn attended a portion of the Boulder Damage Symposium (SPIE) and the companion Ultrashort Pulse Laser Materials Interaction Workshop (DEPS). She also spent a considerable amount of time at the vendor for our infrared optic, discussing what we’ve observed. Their laser calorimetry data on witness samples of our 10.6 micron outcouplers show a loss of not more than 0.2%. They just received a new holder for our outcoupler and will be conducting measurements of the actual optic today or Monday.

New hardware, such as the Alcatel pump for a new, higher pumping speed pump cart, has arrived.

Terahertz Project:

THz measurements continued in the vault with the Michelson interferometer acting as a machine diagnostic tool.  Mechanical designs of the optical beam transport continued.  Specifications were written and contract writing started for the position of a scientist to perform de-mining experiments.  A proposal for THz beamtime at the facility at the National Synchrotron Light Source at Brookhaven was accepted and will allow certain critical measurements of components to be made prior to commissioning. 

