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Highlights & Commissioning:

We continued the beam commissioning efforts this week and have now put 80 MeV beam through the wiggler to the beam dump.  We have produced the desired charge of 65 pC and are still in the process of adjusting focusing and steering of the beam to the proper values.  We have also done a preliminary set of steering compensations in the wiggler as a function of K.  After proper beam transport is established we still will need to establish and verify proper bunching of the beam and adjust the optical cavity length before we can lase.  We have made good progress for the week and the machine is behaving well.

Management:

We submitted the bimonthly financial report for the FEL Upgrade project to the DOE Site Office on Wednesday June 4th.  This report is now prepared and distributed twice a month in the format approved by our ONR program office.

Gywn Williams gave an invited talk this week on terahertz production at the Royal Society meeting in London.

On Thursday, discussions were held with our FEL users at UVA on their planned experiments using the FEL Upgrade.

WBS 5 (SRF):

Ceramics and related materials were ordered this week so that we would have at least two other high power (10 mA) rf windows on the shelf by July for the summer's high power FEL run.

The cavity assemblies are complete (including one spare) for the FEL3 cryomodule.  Cryomodule assembly is on hold until the next window of availability of labor working on the SNS assemblies and also for information on the results of the analysis of the cavity cooling from test of the SL-11 module installed in the CEBAF south linac.

WBS 4 (Injector):

After delivering electron beam last week, the cathode QE dropped to 0.6%.  The QE was increased to 3.3% after re-cesiating the cathode on Monday.  The cathode has been delivering 

60 pC with no evident signs of QE degradation since then.

WBS 6 (RF):

The following maintenance repairs were made this week:

    Zone 1-4  Arc Detector failed and replaced.

    Zone 2-2  RF Control Module appeared to be bad and replaced.

    Zone 2-2  2.5 W RF amplifier had low gain, replaced, and fixed problem.

    Zone 2-1  2.5 W RF amplifier had low gain, replaced, and averted problem.

    Zone 2-3  Klystron had high Mod Anode current, hi-potted OK, lowered filament

       voltage, and monitoring.

    Zone 4-2  5 W RF amplifier had low gain, replaced, and fixed problem.

    Numerous RF computer screens were cleaned-up this week.

The RF and Gun HVPS are operational in all respects.
WBS 8 (Instrumentation): 

This week has been split into essentially two shifts.  The mornings have been comprised of the fixes/corrections, noted in the FLOG's, for the FEL and the afternoons continuing necessary tasks.  The bunch length diagnostics are being commissioned, as well as the new dump and current cavity monitoring electronics.  Effort continued fabricating more Beamviewer interface boxes for the UV upgrade.  5 SLM interface modules have been fabricated and are awaiting testing.  A fourth stepper motor chassis has been installed and commissioned for the user labs and the fabrication for a fifth has begun. 

Beam Loss Monitors (BLMs) - commissioning the BLM Beam-Veto function has been the dominant task of this week.  The output of the photo-multiplier tubes (in the BLM heads) easily saturates and causes large variations in the duration of the loss detected.  This has forced us to establish the operational limits of the veto function during pulsed mode.  The AMS has been updated to include zone 4 GASK signals.  In addition to the providing direct support to the operations activities, a very-detailed database of every element in the machine both beamline elements and rack mounted components has been made available at http://laser.jlab.org/fel.  This database allows us to view in detail the status of every system component and create a running history of the hardware performance.

Drawings were updated for the Dump Water Pressure/Temperature Interface Chassis and the Beam Viewer Interlock Box. Cable documentation is continuing with the focus this week on the Control Room.

WBS 10 (Wiggler):

Commissioning of the optical klystron with beam was completed this week.  For the most part the optical klystron behaved as it was supposed to.  The proper corrector settings for the wiggler were determined and found to be about 2% larger than the magnet measurements indicated.  A change of this magnitude was expected due to the interaction with the dispersion section.  The dispersion section worked fine for an rms wiggler strength  K<3.  For stronger K the corrector strength specified from measurements was low.  This will have to be looked at to see if it is a problem when we operate at energies in excess of 150 MeV.  Right now it only affects a region of operation in which we cannot operate.  The horizontal trajectory was acceptably straight (better than +/- 200 microns) for all wiggler strengths.  It was found that ramping the wiggler strength must be done slowly to allow the wiggler supply to keep up with the wiggler correctors.  If the magnet is ramped down rapidly the magnet sets get out of sync and lead to vertical oscillations downstream.  This information can be used to design ramping software.

WBS 11 (Optics):

Our reports over the last few weeks has concentrated on progress in determining the correct optical cavity length.  Work late Friday afternoon (and late into the evening) on the ultrafast laser system revealed that the cw laser used to pump the ultrafast laser oscillator was having problems; producing a poor quality beam, and demanding full output from the pump laser diodes to deliver the requested power.  We believe this is could be the root cause of the problems we have with the oscillator.  We removed the laser system from the vault and the vendor attempted to service the laser. 

However, they had no laser diodes in stock, so we will have to wait until next week to have them installed.  Given this schedule; we felt it prudent to remove the mode-matching optics and install the first light diagnostics suite.  This was done (with a speed that was pretty impressive!), and we are ready to detect lasing and then obtain data.  Without the laser system, we have to fall back on the information taken by the Survey and Alignment group.  This at least brackets where we think we need to scan.  It also indicates that we probably need to reset the position of the OC assembly hardware to shorten the overall cavity length.

This weekend the lamps for the drive laser were replaced.  We continue to make preparations to install high power capable optics and beam dumps when the opportunity arrives.

