MEMORANDUM 
To:
Distribution 

From:
F. Dylla

Subject:
FEL Upgrade Project Weekly Brief – December 8-12, 2003

Date:
December 12, 2003

Highlights:

After resuming operations on Tuesday after a 4-day maintenance period, we continued

our quest to tune up the accelerator and FEL performance for our first extended look at cw lasing.  The photogun and accelerator are operating well.  By press time cw lasing has been extended to a measured 540 watts at wavelength of 10.1 microns with a beam current of 1.9 mA. (However, our optical power measurement may be low by a factor of approximately 2 due to the temporary control room location of the power meter.)  The accelerator has been pushed to a cw current of 2.8mA without lasing. 

NOTE: HOLD THESE DATES:

The next (tri-services) semiannual project review of the FEL Upgrade will be held at Jefferson Lab on Jan. 29-30, 2004.

The 2004 FEL Users/Laser Processing Consortium Workshop will be held at Jefferson Lab on March 10-11, 2004.

Commissioning:

During our maintenance period last weekend, we took care of many of the punch list problems that had accumulated since we began our post hurricane run on Nov.19th: (1) realignment of the photogun drive laser so that we were not spraying stray drive laser light in the gun, (this eliminated a previously observed pressure rise in the gun chamber with e-beam repetition rate); (2) analysis of noisy power supplies for the sextupoles, (some improvement noted but some work still remains on this item); (2) tweaking of the phase noise and power output of the drive laser (we are still working on this item, see the WBS 11 section below); and recesiation of the photogun cathode (the gun reconditioned quickly to 350 kV after its 6th recesiation since start-up in May and has maintained high QE all week despite high current operations all week).

We spent commissioning time since start-up on Tuesday improving the cw transport of the accelerator; improving the beam match at the wiggler and starting to look at mirror heating effects at 10 microns as we ramped up the cw lasing power.  We observed that THz power at the outcoupler position is staying at the 5 watt/mA level that we measured last week.  We suspect that our temporary laser output power measurements in the control room maybe reading low by approximately a factor of two.  This set-up will be checked when we take the next break to install the meter in the vault local to the outcoupler.

Management:

We are pleased to note that project management solved a serious problem that was noted in last week’s report: the imminent demise of the FEL team coffee pot. An industrial strength, ISO-9000 qualified, coffee pot upgrade was successfully procured (on non-government funds), installed, commissioned and declared fully operational.

Final preparations were made for next Monday’s (Dec.15th) design review of our US Army funded THz project with AES, Inc.  The review will include a design review of the THz beamline which is planned for installation in User Lab 3 by next spring.

Data was gathered for a meeting with our ONR program managers on next Tuesday (Dec.16th) at ONR for reviewing JLab activities for FY04.

On Wednesday, Dec. 10th we hosted a group from ANL for discussions on FEL physics and modeling.

WBS 4 (Injector):

The photocathode gun has been performing flawlessly.  The cathode delivered beam for FEL ops with 4% initial QE after last week’s recesiation, generating 350 kV at 135 pC pulsed beam for a current of 2mA at 18% duty cycle; and 2 mA CW beam at 110 pC with 70% in the drive laser attenuator for 3.8 W SHG at 18 MHz (charge and current limited by losses in other sections of the machine).

The first components for modifications to the high voltage test stand (for testing the coating on the curved geometry of a test tube, emulating in this way the photocathode gun support tube) were received from the machine shop this week and are being polished.

Gun HVPS - Received suggested changes from vendor for the Master Unit of the HVPS.  These changes will be installed and tried this weekend with the 2 drive stack configuration.
WBS 5 (SRF):

Assembly of the third cryomodule continues to make good progress. The shield helium circuits were completed and leak checked this week, marking the end of a difficult phase of the assembly. The cavity string cold mass has been transferred off of the assembly tooling and is now suspended from the space frame. The next step will be alignment of the whole assembly before insertion into the vacuum vessel.

WBS 6 (RF):

 Zone 2 - We lost several hours this week due to an intermittent problem with cavity 5's tuner and trying reboots with faulty boards.  A test box was located and a cable will be made next week to enable testing when the problem occurs again.

 

Zones 1 & 4 - RF systems have been stable and running well.

WBS 8 (Instrumentation):

 The main focus for the week was high power operations.  There was an opportunity for some minor enhancements to the control screens.  The digitizer had an averaging problem that gave (slightly) false bunch length signals.  This has been repaired.  Also the M55 system was commissioned and compared against the Happek.  Finally there was a new script for masking and unmasking the beam loss monitors.  This is needed when the viewers are being used and eases the burden on the ops crew. 


There was more work done on understanding the regulation problems with the QT power supplies.  It was discovered that the QT girders in the tunnel were not grounded.  When these 4 girders were tied to ground it was later discovered that one of the QT's had a ground fault.  These will be addressed this weekend.  Effort continued on the controls database for the Dansfysik 896 power supplies and interface modules.
   

Mechanical design and fabrication has begun on the Flipper Motor Chassis.  EECAD is working on the documentation for the front panel and the front panel status PCB.  The documentation for the Heater Control Chassis wiring has been reviewed and signed off.  The SRF diode thermometer board drawings were turned in to EECAD.  The design phase of the LPSS Master upgrade is in progress.  The problems with the video and analog monitoring chassis are understood and being resolved.  They center on a VME optoisolator board.  This is fortunately not a part of the new CAN bus based switcher. 


 Early this week testing of the framegrabber's calculations proved that in many instances the "scatter" that is present raises the background to a level that compromises its accuracy. Two main fixes have been planned. One solution is that an additional threshold be factored out in conjunction with a background subtraction.  And second, implement the dynamic masking ability that was planned for a later upgrade. The latter should be a very effective way of eliminating scattering and any excess reflections in the view of the camera. 
 

FELCONF is the name of the new system in the conference room. All hardware is functional.  XP Office is not installed yet but will be soon. The network connection has not yet been established.  The same steps have been taken for other machines and all of their connections were fine.  A request is going to be sent in today to have the connection tested. 
   

We are preparing for the quarterly safety inspection of the FEL.  The new revision to the EH&S manual is out, so a review of that information is in progress with training to be held early next week.

WBS 9 (Transport):

Sextupole (SF)

• We are continuing the revamping of the SF drawing set.  We are now at back checks on the drawing set.

Octupole (OT)

• Contrary to earlier reports, machining is not done.  New England Technicoil is having problems machining the pole tips.  They are not stiff enough to respond to machining well and he had to add a support block during machining.  He promises success before Christmas break and arrival of the completed cores on January 5.

Operations

• The machine tripped when the first sextupole of the first arc was turned to values greater than -40 Gauss/cm.  We traced it to a 1.1 MHz signal on the bus from the power supply that goes away when turned positive. We temporarily alternated the leads to run the magnet negative with positive current since the spare power supplies failed.

WBS 11 (Optics):

Another busy week.  On Friday the new 10.6 um high reflector was installed, and then on Saturday the new 10.6 um outcoupler was received, inspected and installed.  While we had the outcoupler assembly open we took the opportunity to inspect the 6 micron OC.  Other than a somewhat shorter ROC than specified (due to environmental effects we've discussed in these reports last Summer), it's optical figure was excellent.  We spent some time trying to reinstall it in such a way as to not let the cooling lines induce stress.  We have not been given the opportunity to check it, but will in the future.  On Monday we had lowered the pressure in the optical assemblies to the point that we could open valves and align the mirrors.  This was easy to do with the 10.6 um OC we've been using, but wouldn't happen with either of the two 10.6 um HR mirrors.  On Swing shift we troubleshot the problem and found the culprit was a flexible stainless steel tubing that connects the two deformable assemblies had collapsed during the water leak check procedure, and this prevented the mirrors from being aligned.  This was fixed, working through the access port, and we were able to pump down quickly and reestablish lasing.  We will henceforth do our leak checks in a different manner.  We also worked on the drive laser, but were less successful in restoring it to the performance it had earlier.  We were able to at least get us into a mode where performance was acceptable.  More work will ensue over the weekend.  Drawings for modifying existing components in the User Lab to handle +10 kW were signed, and submitted for fabrication. We learned today that the first articles for the turning mirror cassettes, used in the beam transport, were received and found to be unacceptable.  The entire job has to be rebid, and we anticipate a slip in schedule of a month.

We received new, certified low-loss ZnSe substrates, to be used for outcouplers.  Loss is ~ 3X lower than the material in use now.  They will be shipped to a vendor for figuring early next week.

Terahertz Project:

Following the results of the ray-tracing, work started on the necessary modifications to the mirror drawings and the mechanical components. Additional ray-tracing was performed and indicates that almost 70% of the emitted light down to 0.1 THz (3mm waves) will pass through the window at F1.  Work started on the beamline integration with the FEL, on the support structures, and on the laser alignment system.  Discussions began on shielding requirements and designs to minimize radiation passing into the floor penetration from the FEL.  The metrology results for the test mirror indicate that it meets our specifications, thus qualifying another vendor.  A contract was placed with Brookhaven National Lab for metrology for the remaining mirrors.  This will allow a smooth procurement and QA process.  Discussions were held with one of the diamond window vendors in preparation for that procurement process.  Work continued on documentation for the pre-construction design review, which is scheduled for December 15th. 

